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Abstract. The COVID-19 pandemic has significantly disrupted the 
banking sector, leading to a decline in profit growth as an indicator of 

financial distress. Bank financial health can be evaluated using the 

RGEC (Risk Profile, Good Corporate Governance, Earnings, Capital) 
analysis. While Linear Discriminant Analysis (LDA) ideally requires 

normality and homogeneity of covariance matrices, financial data 

often fail to meet these assumptions. Therefore, this study employs 

robust linear discriminant analysis using the Modified One-Step  
M-Estimator with Qn scale estimator (MOM-Qn) to classify ‘distress’ 

and ‘non-distress’ bank conditions. Given these challenges, this study 

acts as a preventive measure for banks to evaluate financial health 
simultaneously. The objective is to provide a robust discriminant 

function for more accurate and stable classification, particularly in the 

presence of outliers. It focuses on conventional private banks listed on 

the Indonesia Stock Exchange (IDX) during December 2021-2022. 
The results show a classification accuracy of 69.23% and a Press’s Q 

value of 11.53846, indicating the method’s effectiveness in classifying 

real financial data.    
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1. Introduction 
In 2020, the emergence of the COVID-19 pandemic in Indonesia has significantly impacted one of the 

country’s vital sectors, the economy [1].  The impact resulted in an economic rate slowdown and an 
increase in non-performing loans. The growing mistrust in the financial system due to bad loans, 

potentially hindered credit distribution during the pandemic [2].  Consequently, the financial 
performance of Indonesia’s banking sector deteriorated. Prolonged declines in financial performance 

can lead to financial distress, where company’s revenue drop disproportionately to its obligations [3]. 
This condition can serve as a warning sign of potential bankruptcy. Evaluating a bank’s financial 

condition can be conducted through financial rasio analysis to identify indications of financial distress. 
According to Bank Indonesia Regulation Number 13/1/PBI/2011, banks are required to assess 

financial health based on the Risk-based Bank Rating (RBBR), encompassing factors such as  risk 
profile, good corporate governance, earnings, and capital (RGEC) [4]. Financial rasio analysis results 

reveal the financial health status of each bank, categorizing them as either ‘distress’ or ‘non-distress’ 
to maintain banking sector stability of the banking sector. 

Multivariate analysis can be employed to classify the financial condition banks simultaneously by 
examining the relationships between several independent variables and one or more dependent 

variables [5]. Common multivariate analyses used in classification include linear discriminant analysis 
(LDA), logistic regression, and machine learning algorithms like K-NN, decision trees, and random 

forests [6]. These methods are also employed in predicting financial distress or bankruptcy 
classifications [7-8]. However, LDA is highly sensitive to outliers, which can distort classification 
accuracy since the classical mean vector and covariance matrix are unreliable in the presence of 

outliers [9-11]. Therefore, robust estimators are needed to mitigate the impact of outliers, ensuring 
optimal classification performance.  

Yahaya et al. (2016) introduced the use of the robust Automatic Trimmed Mean estimator, also 
known as the Modified One-step M-estimator (MOM), in discriminant analysis to address the effects 

of outliers that violated normality and covariance matrix homogeneity assumptions. Additionally, 
Melik et al. (2018) advanced the use of the Modified One-step M-estimator by integrating the robust 

scale estimator Qn (MOM-Qn) in discriminant analysis. Both studies demonstrated that the robust 
MOM and MOM-Qn estimators yielded better results compared to their counterparts [12-13].  

This research employs robust linear discriminant analysis using the Modified One-step  
M-estimator with Qn scale (MOM-Qn) method. The objective is to develop a robust MOM-Qn linear 

discriminant function with optimal classification accuracy and precision for classifying financial 
distress among conventional private banks listed on the Indonesia Stock Exchage (IDX) during 2021-

2022. This robust method offers an alternative approach for assessing and predicting banks financial 
health.  

 

2. Materials and Methods 

2.1. Materials 
The data utilized in this research consists of secondary data related to the financial reports of 

conventional private banks listed on the Indonesia Stock Exchange (IDX) during the years 2021-2022. 
This data was sourced from official websites of the Indonesia Stock Exchange (IDX) and Otoritas Jasa 

Keuangan (OJK). The dependent variable is the indication of financial distress, based on each bank’s 

net profit growth. A bank is indicated as distressed if it has positive net profit growth, whereas a bank 

with negative net profit growth is indicated as non-distressed. The independent variables used in this 
research are financial ratios based on the RGEC factors. However, this study focuses only on the 

factors of risk profile, earnings, and capital. Additional details regarding the data used can be found 
in Table 1. 

 
 

http://www.eksakta.ppj.unp.ac.id/index.php/eksakta


221 
 

 

  Robust Linear Discriminant Analysis with Modified One-Step M-Estimator Qn Scale 
for Classifying Financial Distress in Banks: Case Study 

ISSN : 1411 3724 Eksakta : Berkala Ilmiah Bidang MIPA 

Table 1.  Data Description 

Variable Description Factor Denomination 

𝑌 
Indication of Financial Distress  
(Net Profit Growth)  

 
Percentage (%) 

𝑋1 Non-Performing Loan (NPL)  Risk Profile Percentage (%) 

𝑋2 Loan to Deposit Rasio (LDR) Risk Profile Percentage (%) 

𝑋3 Net Interest Margin (NIM) Earnings Percentage (%) 

𝑋4 
Biaya Operasional terhadap 

Pendapatan Operasional (BOPO)  
Earnings Percentage (%) 

𝑋5 Capital Adequacy Ratio (CAR) Capital Percentage (%) 
 
2.2. Linear Discriminant Analysis 
Discriminant analysis is a multivariate statistical method used to determine the dependency 
relationship between a categorical dependent variable and several numerical independent variables, 

which is employed to classify an observation into one of two or more groups. Linear discriminant 
analysis is the most commonly used form of discriminant analysis. It has several assumptions that 

need to be met: no multicollinearity, multivariate normal distribution, and homogeneity of the 
covariance matrix [14]. The linear discriminant function can be expressed as follows: 

𝐷(𝐗) = 𝑏0 + 𝑏1𝑋1 + 𝑏2𝑋2 + ⋯ + 𝑏𝑔𝑋𝑔, (1)  
where 

𝐷(𝐗)  : discriminant score 𝑏𝑔 : discriminant coeffiecient of variable-𝑔 

𝑏0 : constant coefficient 𝑋𝑔 : independent variable; 𝑔 = 1,2,… , 𝑝 

The assignment of an observation to one of the groups can be based on the discriminant score as 
follows: 

if:  (𝛍(𝑙) − 𝛍(𝑚))
𝑇
𝐒𝑝𝑜𝑜𝑙𝑒𝑑

−1 [𝐱0 −
1

2
(𝛍(𝑙) − 𝛍(𝑚))] ≥ 𝑙𝑛 (

𝑃(𝑚)

𝑃(𝑙)
) , 𝑙 ≠ 𝑚 , ∀𝑙,𝑚 𝜖 𝑘  (2)  

then : 𝐱0 ϵ group 𝑙 
otherwise : 𝐱0 ϵ group 𝑚, 

where 𝑃(𝑘) denotes the prior probability for each group; 𝑘 = 𝑙,𝑚,… ,𝐾. 

 

2.3. Multicollinearity 
Multicollinearity occurs when there is a significant linear relationship between independent variables. 
It is typically tested using the Variance Inflation Factor (VIF) [15]. However, multicollinearity can 

also be assessed by examining the collinearity between variables through the correlation matrix and 

measured using the Spearman rank correlation coefficient (𝜌). If the correlation coefficient between 

two variables approaches 1, specifically more than ±0.7, indicates the presence of multicollinearity 

[16]. 
 

2.4. Multivariate Normality 
In discriminant analysis, it is assumed that the independent variables follow a multivariate normal 
distribution [14]. The multivariate normality test can be conducted using various methods, including 

the Henze-Zirkler method and the Q-Q plot. The Henze-Zirkler method employs a non-negative 
functional distance. On the other hand, the Q-Q plot method shows that data follow a multivariate 

normal distribution if the plot of chi-square scores for each object forms a straight line [17-18]. The 
Henze-Zirkler test statistic can be expressed as follows: 
 

𝐻𝑍 = 
1

𝑛2
∑∑ 𝑒

(−
𝛽2

2
𝐷𝑖𝑗) − 2(1 + 𝛽2)−

𝑝
2
1

𝑛
∑𝑒

(−
𝛽2

2(1+𝛽2)
𝐷𝑖)

+(1 + 2𝛽2)−
𝑝
2

𝑛

𝑖=1

𝑛

𝑗=1

𝑛

𝑖=1

 (3)  
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𝛽 =
1

√2
(
𝑛(2𝑝 + 1)

4
)

1
𝑝+4

 (4)  

𝐷𝑖𝑗 = (𝐱𝒊 − 𝐱𝒋)
𝑇
𝐒−𝟏(𝐱𝒊 − 𝐱𝒋) (5)  

𝐷𝑖 = (𝐱𝒊 − �̅�)𝑇𝐒−𝟏(𝐱𝒊 − �̅�). (6)  

 

The Henze-Zirkler test statistic follows a log-normal distribution with mean (𝜇𝐻𝑍) and variance (𝜎𝐻𝑍
2 ), 

if the data exhibit a multivariate normal distribution. To test the significance of multivariate normality, 

the log-normalized parameters of the HZ statistic, namely (𝜇𝑙𝑛𝐻𝑍) and (𝜎𝑙𝑛𝐻𝑍) [19]. The Wald test 

statistic for multivariate normality can be determined using the following equation: 
 

𝑧 =
𝑙𝑛(𝐻𝑍) − 𝜇𝑙𝑛𝐻𝑍 

𝜎𝑙𝑛𝐻𝑍
. (7)  

 If the 𝑝 − 𝑣𝑎𝑙𝑢𝑒 > 𝛼, then the assumption of multivariate normality is satisfied.  

 

2.5. Homogenity of Variance Covariance Matrices 
Box’s M test, using a chi-square distribution approach, can be employed to test the assumption of 

homogeneity of covariance matrices [18]. The Box’s M test statistic can be expressed as follows: 

ln𝑀 =
1

2
∑(

𝐾

𝑘=1

𝑛(𝑘) − 1) ln |𝐒(𝑘)| −
1

2
(∑(𝑛(𝑘) − 1)

𝐾

𝑘=1

) ln |𝐒pooled| (8)  

𝑐1 = [∑
1

(𝑛(𝑘) − 1)
−

1

∑ (𝑛(𝑘) − 1)𝐾
𝑘=1

 

𝐾

𝑘=1

] [
2𝑝2 + 3𝑝 − 1

6(𝑝 + 1)(𝑘 − 1)
] (9)  

𝑢 = −2(1 − 𝑐1) ln𝑀 ~ 𝜒2 [
1

2
(𝑘 − 1)𝑝(𝑝 + 1)], (10)  

where 

𝑛(𝑘)  : number of observations in the 𝑘𝑡ℎ group 

𝐒(𝑘)  : covariance matrix of the 𝑘𝑡ℎ group 

𝐒𝑝𝑜𝑜𝑙𝑒𝑑 : pooled covariance matrix; 𝑘 = 1,2,3,… ,𝐾. 

The null hypothesis 𝐻0 is accepted if 𝑢 ≤ 𝜒
𝛼;

1

2
(𝑘−1)𝑝(𝑝+1)

2 , indicating that the assumption of 

homogeneity of covariance matrices is satiesfied. 
 

2.6. Robust Linear Discriminant Analysis using MOM-Qn 
Robust linear discriminant analysis is a concept that replace classical measures of location and scale 
with robust versions [9], [13], that are resistant to outliers and violations of assumptions. One such 

robust estimator that can be used is the Modified One-step M-estimator integrated with the Qn scale 
estimator (MOM-Qn). The Modified One-step M-estimator (MOM) is a measure of location or central 

tendency with high breakdown points and efficiency. MOM is flexible as it determines trimming 
criteria based on the tail distribution of observations. Additionaly, MOM is simply the average of the 

remaining observations after outliers have been eliminated [20-21], making the result of MOM a new 
robust mean vector. Mathematically, Wilcox (2003) defines MOM as follows: 
 

𝜃𝑔
(𝑘)

=
∑ 𝑥𝑖𝑔

(𝑘)𝑛𝑔
(𝑘)

−𝑡2

𝑖=𝑡1+1

𝑛𝑔
(𝑘)

− 𝑡1 − 𝑡2
, (11)  
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where 

𝜃𝑔
(𝑘)

 : Modified One-step M-estimator for each variable 𝑋𝑔 in 𝑘𝑡ℎ group 

𝑥𝑖𝑔
(𝑘)

 : the 𝑖𝑡ℎ observation for variable 𝑋𝑔 in 𝑘𝑡ℎ group 

𝑡1  : number of observations 𝑥𝑖𝑔
(𝑘)

 that meet (𝑥𝑖𝑔
(𝑘)

− �̂�𝑔
(𝑘)

) < −2.24 (scale estimator) 

𝑡2 : number of observations 𝑥𝑖𝑔
(𝑘)

 that meet  (𝑥𝑖𝑔
(𝑘)

− �̂�𝑔
(𝑘)

) > 2.24 (scale estimator) 

�̂�𝑔
(𝑘)

 : median of 𝑥𝑖𝑔
(𝑘)

 for each variable 𝑋𝑔. 
 
Essentially, the scale estimator used in the MOM criteria is the mean absolute deviation (𝑀𝐴𝐷𝑛). 

However, this study employs the Qn scale estimator in the MOM criteria. The Qn scale estimator is 
suitable as a substitute for standard deviation for skewed and heavy tailed [22-23].  Rousseeuw dan 

Croux (1993) define the Qn scale estimator as follows: 

𝑄𝑛,𝑔
(𝑘)

= 𝑑 {|𝑥𝑖𝑔
(𝑘)

− 𝑥𝑗𝑔
(𝑘)

| ; 𝑖 < 𝑗}
(𝑞)

;  𝑞 = (
𝑠
2
), 𝑠 = ⌊

𝑛

2
⌋ + 1 (12)  

where 𝑑 is a constant value adjusted according to the data distribution: 𝑑 = 2.2219 for normally 

distributed data; 𝑑 = 1.2071 for heavy-tailed distributed data; dan 𝑑 = 3.4760 for asymmetric 

distributed data [23].  
 
The robust covariance matrix can be constructed by multiplying robust components [24-26], such as 

the Spearman rank correlation (𝜌) and the Qn scale estimator. 
 

�̂�(𝑘) = 𝜌𝑔ℎ
(𝑘)

 × 𝑄𝑛,𝑔
(𝑘)

× 𝑄𝑛,ℎ
(𝑘)

 (13)  

 

2.7. Evaluation of Accuracy and Precision in Classification 
There are two methods that can be used to assess the performance of the discriminant function, 
Apparent Error Rate (APER) test and Press’s Q test. The APER test is used to determine the 

probability of classification errors [17]. It can be easily calculated based on the confusion matrix shown 
in Table 2, which provides information regarding the classification of actual and predicted groups. 
 

Table 2.  Confusion Matrix 

Actual group 
classification 

Predicted group  
classification 

Number of 

observations (𝑛) 

 D ND  

D 𝑛𝐷,𝐷 𝑛𝐷,𝑁𝐷 𝑛𝐷 

ND 𝑛𝑁𝐷,𝐷 𝑛𝑁𝐷,𝑁𝐷  𝑛𝑁𝐷 
 
After constructing the confusion matrix, the APER value can be calculated. The APER test statistic is 
expressed as follows: 

𝐴𝑝𝑝𝑎𝑟𝑒𝑛𝑡 𝐸𝑟𝑟𝑜𝑟 𝑅𝑎𝑡𝑒 (𝐴𝑃𝐸𝑅) =
𝑛𝐷,𝑁𝐷 + 𝑛𝑁𝐷,𝐷

𝑛𝐷 + 𝑛𝑁𝐷
, (14)  

 
Meanwhile, The Press’s Q statistic is expressed as follows [27]: 

𝑃𝑟𝑒𝑠𝑠′𝑠 𝑄 =
[𝑁 − ((𝑛𝐷,𝐷 + 𝑛𝑁𝐷,𝑁𝐷)𝐾)]

2

𝑁(𝐾 − 1)
, (15)  

where 

𝑁 : total number of observations 

𝐾 : total number of groups. 
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If  Press′s Q > 𝜒(𝛼,1)
2  , it can be concluded that the classification is accurate and the formed 

discriminant function is stable [28]. 
 

3. Results and Discussion 

3.1. Descriptive Statistics 
A general description of each data category related to the financial ratios of conventional private banks 
listed on the Indonesia Stock Exchange during the period 2021-2022 can be seen in Table 3. 
 

Table 3.  Descriptive Statistics 

Categories Statistics Variable 

Distress (D) 

 NPL LDR NIM BOPO CAR 

Min 0.000 12.35 0.690 83.10 11.13 
Median 3.330 78.23 3.410 98.83 35.87 

Mean 3.841 80.03 4.213 106.70 42.56 
Max 14.090 146.06 13.830 171.20 169.92 

Non-Distress (ND) 

Min 0.010 29.67 1.170 31.05 13.69 

Median 2.390 78.83 4.660 82.44 27.30 
Mean 2.724 89.88 4.850 93.23 43.13 

Max 9.450 355.00 15.870 287.86 283.84 
 
Based on Table 3, it can be observed that banks as indicated distressed have an average capital 
adequacy ratio (CAR) of 42.56%, ranging from 11.13% to 169.92%, while non-distressed banks have 

an average CAR of 43.13%, ranging from 13.69% to 283.84%. The same things applied to the financial 
ratios of NPL, LDR, NIM, and BOPO. Additionally, the data description for each variable within 
each category can be visually represented using histograms in Figure 1. 
 
 

 

 
Figure 1.  Histogram of indicated distress and non-distress categories on general conventional 

private banks listed on the Indonesia Stock Exchange in 2021-2022 
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Figure 1 shows that the distribution of data for each variable is asymmetrical with a longer tail to the 

right, which is known as positively skewed or skewed right. However, for the LDR in the indicated 
distressed category, it can be seen that the data tend to be symmetrically distributed, although this 

does not necessarily indicate that the data follow a normal distribution. 

 
3.2. Checking Assumptions 
The first assumption test conducted is the multicollinearity test, which can be performed by calculating 

the correlation values between independent variables. Collinearity assessment uses the Spearman rank 
correlation. The correlation results between variables are presented in matrix form in Table 4. 
 

Table 4.  Spearman rank correlation matrix 

 NPL LDR NIM BOPO CAR 

NPL 1.00000000 -0.12097070 -0.1597238 0.37880800 -0.04939521 

LDR -0.12097070 1.00000000 0.2350144 -0.03741828 0.17236038 
NIM -0.1597238 0.2350144 1.00000000 -0.44936517 0.24159190 

BOPO 0.37880800 -0.03741828 -0.44936517 1.00000000 0.02472227 
CAR -0.04939521 0.17236038 0.24159190 0.02472227 1.00000000 

 
Table 4 shows that the correlation coefficients between each pair of independent variables do not 
exceed -0.7 or 0.7. Therefore, indicating that there is no multicollinearity among the variables. 

 
Next, the multivariate normality test, using the Henze-Zirkler statistic as described in equations (3-7) 

and the Q-Q plot generated using Rstudio. The output values of 𝐻𝑍 = 6.166332 and 𝑝 − 𝑣𝑎𝑙𝑢𝑒 =
0.0001113 < 0.05. Thus, we reject 𝐻0, indicating that the data do not follow a multivariate normal 
distribution.  
 

 
Figure 1.  Q-Q plot of research data 

Based on Figure 2, it can be seen that the resulting plot curves away from the model (straight line), 

confirming that the data do not follow a multivariate normal distribution. Thus, the assumption of 
multivariate normality is violated. 

 
Finally, the equality of covariance matrices was examined using Box’s M test according to equations 

(8-10). The results of Box’s M test showed 𝑢 = 43.979 > 𝜒0.05;15
2 = 24.996 and 𝑝 − 𝑣𝑎𝑙𝑢𝑒 =

0.0001108 < 0.05. Consequently, we reject 𝐻0, indicating that the covariance matrices between 
groups are different or heterogeneous. Thus, the assumption of homogeneity of covariance matrices 

is violated. 
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3.3. Result of Robust Discriminant Linear Analysis using MOM-Qn 
First, it is required to calculate the Qn scale estimator based on equation (12) and constant value 

adjusted according to each data distribution based on Figure 1. The Qn values for each group and 
variable are presented in Table 5. 
 

Table 5.  Result of Qn scale estimator 

Variable (𝑝) 
Categories (𝑘) 

𝑄𝑛,𝑔
(𝐷)

 𝑄𝑛,𝑔
(𝑁𝐷)

 

NPL 4.17120 2.64176 

LDR 13.12118 43.76284 
NIM 4.41452 2.71128 

BOPO 17.41476 33.89100 
CAR 34.86428 16.51100 

 
Based on Table 5, The Qn scale estimator values are used to determine the lower and upper bounds 

for the MOM trimming criteria. The upper and lower bounds based on the MOM-Qn criteria are used 
to detect observations considered upper outliers if they exceed the upper bound and lower outliers if 

they fall below the lower bound. The number of lower outliers (𝑡1) and upper outliers (𝑡2) are presented 
in Table 6. 
 

Table 6.  Selection of elimination based on the MOM-Qn criteria 

Variable (𝑝) 
Categories (𝑘) 

Distress (D) Non-Distress (ND) 

𝑡1 𝑡2 𝑡1 𝑡2 

NPL 0 1 0 2 
LDR 2 2 0 3 

NIM 0 1 0 1 
BOPO 0 2 0 5 

CAR 0 2 0 8 

 
Table 6 illustrates the number of observations classified as lower and upper outliers based on the 
MOM-Qn criteria. As shown in Figure 1, most of the financial ratio data distributions are positively 

skewed, leading the MOM-Qn criteria to trim most observations on the right tail. Consequently, the 

remaining data, referred to as the MOM sample (𝑥𝑖𝑔
(𝑘)

), will be used to calculate the robust mean 

vector. The MOM-Qn robust mean vector based on equation (11) is obtained as follows: 
 
 

�̂�(𝐷) =

[
 
 
 
 

3.35286
79.77000
3.75524

100.89250
31.94800 ]

 
 
 
 

 �̂�(𝑁𝐷) =

[
 
 
 
 
2.48130
79.54334
4.64927
78.83373
29.45688]

 
 
 
 

 

  
 

In addition to the robust mean vector, a robust covariance matrix is required. This can be obtained by 
multiplying the Spearman rank correlation matrix with the Qn scale estimator values for each distress 

and non-distress group. To construct the robust linear discriminant function, the inverse form of the 
pooled robust covariance matrix is required, as follows: 
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�̂�𝑝𝑜𝑜𝑙𝑒𝑑
−1 =

[
 
 
 
 

0.119400  1.179748𝑒 − 03 0.000394 −0.004280 9.965157𝑒 − 04
 0.001180 7.462040𝑒 − 04 −0.001583 −0.000011 −5.661717𝑒 − 05
0.000394 −1.582795𝑒 − 03 0.126158 0.005076 −4.810909𝑒 − 03

−0.004280 −1.083900𝑒 − 05 0.005076 0.001465 −2.042952𝑒 − 04
0.000997 −5.661717𝑒 − 05 −0.004811 −0.000204 2.091901𝑒 − 03 ]

 
 
 
 

 

 

Once all these components are obtained, the resulting robust linear discriminant function is formulated 
as: 
 
𝐷𝑀𝑄(𝐗) = −2.45482 + 0.012053 𝑋1 + 0.002232 𝑋2 − 0.012825 𝑋3 + 0.023545 𝑋4 + 0.005862 𝑋5 (16)  

 
Based on equation (16), NPL (𝑋1), LDR (𝑋2), BOPO (𝑋4), and CAR (𝑋5) positively affect the 

discriminant score, while NIM (𝑋3) negatively affects the discriminant score. Typically, CAR 

indicates a bank's ability to protect against various financial risks and would generally lower the 
discriminant score, indicating better financial health. However, in this context, an increase in CAR 

might imply that the bank needs to increase its capital as a precaution against elevated risks during the 
COVID-19 pandemic. Other variables are consistent with Bank Indonesia’s guidelines: high NPL 

indicates poor financial health, high LDR suggests potential liquidity issues, and high BOPO indicates 
high operational costs, all indicating financial distress. Additionally, a lower NIM is favorable as it 

shows the bank's efficiency in managing its assets and generating interest income, reinforced by  
[29-30]. 

 

3.4. Result of Classification 
Classification is conducted by calculating the discriminant score using the robust linear discriminant 

function from equation (16). To assign an observation to one of the groups using equation (2), a cutoff 
value based on the prior probability of each group is required. The calculated cutoff value is 

ln (
𝑃(𝑁𝐷)

𝑃(𝐷)
) = ln (

0.7179487

0.2820513
) = 0.9343092. Thus, if 𝐷𝑀𝑄(𝐗) ≥ 0.9343092, the observation is predicted 

to be indicated distressed; otherwise, if 𝐷𝑀𝑄(𝐗) < 0.9343092, the observation is predicted to be non-

distressed. As an example, the classification results for several banks based on the discriminant fuction 

are summarized in Table 7. 
 
 

Table 7.  Result of classification based on discriminant score 

No. Bank Year Discriminant Score 
Actual 

categories 

Prediction 

categories 

1 AGRS 2021 0.2991943 D ND* 
2 AMAR 2021 0.1636601 D ND* 

⋮ ⋮ ⋮ ⋮ ⋮ ⋮ 
77 PNBN 2022 -0.3563344 ND ND 

78 SDRA 2022 -0.4631161 ND ND 

 
3.5. Result of Actual and Predicted Group Classification Evaluation 
The evaluation of the robust linear discriminant function in classifying banks as indicated distressed 
and non-distressed can be done using the APER and Press’s Q tests. First, the classification results for 

actual and predicted groups can be shown in the confusion matrix in Table 8. 
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Table 8.  Result of classification using confusion matrix 

Actual group 
classification 

Predicted group  
classification 

Number of 

observations (𝑛) 

 D ND  

D 𝑛𝐷,𝐷 = 5 𝑛𝐷,𝑁𝐷 = 17 𝑛𝐷 = 22 

ND 𝑛𝑁𝐷,𝐷 = 7 𝑛𝑁𝐷,𝑁𝐷 = 49 𝑛𝑁𝐷 = 56 

 
Based on Table 8, 5 out of 22 banks were correctly classified as indicated distressed, and 49 out of 56 

banks were correctly classified as non-distressed. The precision of the robust linear discriminant 
function using the APER test shows a misclassification rate of 30.77% and classification accuracy of 

69.23%. Additionally, the Press’s Q test was used to assess the accuracy and stability of the 

discriminant function, resulting in a Press’s Q value of  11.53846. With  𝛼 = 0.05 and (df) = 1, the 

critical value is 𝜒(0.05;1)
2 = 3.841459. According to the established criteria, we reject 𝐻0 because the 

value of Press’s Q > 𝜒(0.05;1)
2 . Therefore, the classification performed using the robust linear 

discriminant function demonstrates a good level of accuracy, precision, and stability. 
 

4. Conclusion 
Based on the research conducted using robust linear discriminant analysis with the Modified One-step  
M-estimator Qn scale (MOM-Qn), the robust linear discriminant function in equation (16) was 

obtained, with coefficients indicating that NPL, LDR, BOPO, and CAR positively affect the 
discriminant score, while NIM negatively affects it. This discriminant function was used to classify 

conventional private banks listed on the Indonesia Stock Exchange (IDX) as either indicated distressed 
or non-distressed. The results predicted 12 banks as indicated distress and 66 banks as indicated non-

distressed, with a classification accuracy of 69.23%. According to [13], [25] higher outlier 
contamination increases misclassification rates in linear models. Even with robust methods, 

significant outlier contamination still raises misclassification rates. Furthermore, the Press’s Q test 
results concluded that the classification using the robust linear discriminant function is reasonably 

accurate and stable. Overall, this study demonstrates the effectiveness of the MOM-Qn method in 
improving classification accuracy and provides an alternative for financial health assessment in the 

banking sector. 
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