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Abstract. Acute Respiratory Infections (ARI) are one of the causes of 
high mortality in the world, such as pneumonia in toddlers. 

Pneumonia cases in West Java are high compared to other provinces. 
In this study, pneumonia cases will be modeled with Generalized 

Additive Models (GAM) based on penalized spline estimators. The 

optimal number of knots is determined using the full search algorithm 
and the optimal smoothing parameter is obtained based on the 

minimum Generalized Cross Validation (GCV) value of order one or 

two. Then, GAM parameter estimation is performed using the local 

scoring algorithm. Formed model based on the order, number of 
knots, and smoothing parameters of each predictor variable with order 

one, number of knots two, and optimal smoothing parameter one for 

𝑋1, order two, number of knots three, and optimal smoothing 

parameter one for 𝑋2, and order one, number of knots two, and 

optimal smoothing parameter for 𝑋3 whose parameters were 

estimated by local scoring resulted in a coefficient of determination of 

0.679. This indicates that 67.9% of the factors from the predictor 

variables affect the percentage of pneumonia cases among under-fives 
while the remaining 32.1% is influenced by other factors outside the 

model. 
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1. Introduction 
Cardiovascular diseases, respiratory problems, and neonatal deaths account for three of the world’s 

disease deaths. Respiratory problems such as Acute Respiratory Infection (ARI), a lower respiratory 
infection, are one of the diseases that cause a high number of deaths in the world each year and are 

ranked as the fourth highest cause of death. Based on the data of the World Health Organization (WHO) 

(2020) [1], the disease caused the deaths of more than 2.6 million people in 2019. One of the areas that 

the government concentrates on to raise societal wellbeing is health [2]. Pneumonia is one of the 
diseases included in ARI and is a contagious disease [3-4]. Cough, dyspnea, sputum production, and 

chest pain are the signs of pneumonia [5]. 
The relationship between pneumonia and its influencing factors can be seen using regression 

analysis. Regression analysis is a study of the relationship between one response variable and one or 
more predictor variables [6-7]. One type of regression that can be used is Generalized Additive Models 

(GAM) which is included in nonparametric regression. Some previous studies that modeled with 
GAM are [8-9]. According to [8], GAM parameter estimation were obtained using the local scoring 

algorithm and a kernel estimator. On the contrary, [9] used a thin plate spline to estimate the 
nonparametric function. The smoothing function is estimated by minimizing the penalized sum of 

squares criterion with the optimal smoothing parameters obtained using the cross-validation criterion.  
In a study by [10], the incidence of pneumonia in children under-five was influenced by one factor, 

exclusive breastfeeding. According to [11], factors that influence the percentage of pneumonia cases 
are low birth weight (LBW) and immunization status. In another study by [12], it was concluded that 

there was an influence of the percentage of households with clean and healthy living behaviors (PHBS) 
on the percentage of pneumonia cases. 

In this study, the percentage of pneumonia cases among under-fives in West Jawa Province in 
2021 will be modeled using Generalized Additive Models (GAM) based on the influencing factors, 

namely PHBS, exclusive breastfeeding, and LBW. Penalized spline can overcome the problem of knot 
point selection because penalized spline uses a very large number of knots, with a smoothing 

parameter (λ) that controls the smoothness of the curve [13]. The optimal smoothing parameter can 
be obtained using the full search algorithm based on the Generalized Cross-Validation (GCV) criterion 

[14-15]. Furthermore, the regression model will be estimated with the local scoring algorithm [16]. 
 

2. Materials and Methods 

2.1. Materials 
The object of this study is data on the percentage of pneumonia cases among under-fives in West Java 
Province and its influencing factors, such as the percentage of households with clean and healthy living 

behaviors (PHBS), the percentage of exclusive breastfeeding among under-fives, and the percentage 
of low birth weight (LBW) in 2021 obtained from the official website of the West Java regional 

government (opendata.jabarprov.go.id). The observation (𝑛) units used are 27 districts/cities in West 

Java. 

 

2.2. Regression Analysis 
Statistics, a scientific discipline, has found widespread application among the people [17]. Regression 

analysis is a technique to determine the pattern of relationship between response variables and 

predictor variables. The response variable is written as variable 𝑌 followed by predictor variables 

𝑋1, 𝑋2, … , 𝑋𝑝∗ with 𝑝∗ stating the number of predictor variables. Regression analysis can be used to see 

the effect of each predictor variable on the model, analyze the effect of changes in the value of predictor 
variables, or predict the value of the response variable that is influenced by its predictor variables based 

on the equation it has [18]. Another form of regression analysis is multiple linear regression which 
used to predict the connection between the variables when there are numerous predictor variable [19]. 
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According to [20], the approach to regression analysis is divided into three approaches, namely 

parametric, nonparametric, and semiparametric regression approaches. Nonparametric regression can 

be used when the relationship pattern between the response variable (𝑌) and one or more predictor 

variables (𝑋) is unknown. In general, the form of the nonparametric regression model is as equation 

(1). 

𝑦𝑖 = 𝑓(𝑥𝑖) + 𝜀𝑖  
 

(1) 

Nonparametric regression can overcome the problems in parametric regression where the form of the 

regression is unknown. In addition, in parametric regression, there are several assumptions that must 
be met, such as normality, no autocorrelation, heteroscedasticity, and multicollinearity. This is not 

considered in nonparametric regression because it is not bound by the assumption of the shape of the 
regression curve [21]. 

 

2.3 Generalized Additive Models (GAM) 
GLM model has a link function that connects the mean of response variable with the predictor variable 

[22]. Generalized Additive Models (GAM) are extensions of GLMs by adding additive functions that 
replace linear functions and by replacing nonlinear predictors with smoothing functions [23]. GAM 

helps to maximize the model accuracy of the response variable (𝑌) coming from a diverse distribution 

by estimating a nonparametric function of the predictor variables (𝑋) connected by a link function 

[24]. The general form of the GAM model can be formulated as in equation (2) 

𝑔(𝜇𝑖) = 𝛽0 +∑𝑓𝑗(𝑥𝑗𝑖)

𝑝∗

𝑗=1

, 

(2) 

with 𝑌𝑖~𝑓𝜃𝑖(𝑦𝑖), 𝛽0 is the intercept coefficient, 𝑋𝑗is the jth predictor variable, 𝑝∗ is the number of 

predictor variables and 𝑓𝑗(𝑥𝑗𝑖) is the smoothing function of the jth predictor variable [16]. 

 

2.4 Smoothing Function Penalized Spline 
Smoothing functions are used to estimate the regression function in nonparametric regression 
approaches. This technique is commonly known as smoothing technique. Some smoothing techniques 

that can be used in nonparametric regression approaches are kernel estimators, spline estimators, 
Fourier series, orthogonal series, and wavelets [21]. One of these smoothing techniques, the spline 

estimator, has very flexible properties and is able to handle data with changing behavior well. One 
form of spline estimator that is often used is penalized spline [14]. The penalized spline estimator has 

an order, knots, number of knots, and smoothing parameter 𝜆 so that it can produce smoother 

smoothing results [25]. 

In the penalized spline estimator, the estimated form of the regression function 𝑓𝑗  with order 𝑝𝑗 

and knots 𝑘1, 𝑘2, … , 𝑘𝑢𝑗 is obtained by an approximation as equation (3) 

𝑓𝑗(𝑥𝑗𝑖) = ∑ 𝛽𝑗ℎ𝑗𝑥𝑗𝑖
ℎ𝑗

𝑝𝑗

ℎ𝑗=0

+ ∑ 𝛽𝑗(𝑝𝑗+ℎ𝑗
∗) (𝑥𝑗𝑖 − 𝑘𝑗ℎ𝑗

∗)
+

𝑝𝑗

𝑢𝑗

ℎ𝑗
∗=1

 

(3) 

with 𝛃𝑗 = (𝛽𝑗0, 𝛽𝑗1, … , 𝛽𝑗𝑝𝑗 , 𝛽𝑗(𝑝𝑗+1), … , 𝛽𝑗(𝑝𝑗+𝑢𝑗))
𝑇
as the parameter vector, 𝑢𝑗 is the number of knots 

of the jth predictor variable, 𝑖: 1,… , 𝑛, 𝑗: 1,… , 𝑝∗ and 

 

(𝑥𝑗𝑖 − 𝑘𝑗ℎ𝑗
∗)
+

𝑝𝑗
= {

(𝑥𝑗𝑖 − 𝑘𝑗ℎ𝑗
∗)
𝑝𝑗
,   𝑥 ≥  𝑘𝑗ℎ𝑗

∗

0,   𝑥 < 𝑘𝑗ℎ𝑗
∗

. 
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Equation (4) can be written in matrix form as equation (4). 

𝐟𝑗(𝐗𝑗) = 𝐗𝑗𝛃𝑗.  (4) 

According to [14], to obtain the estimated value of 𝛃𝑗 from the value of each predictor variable 𝑋𝑗  can 

be obtained by minimizing the Penalized Least Square (PLS) function. The PLS function is expressed 

in the equation (5) 

𝐿𝑗 =∑(𝑦𝑖 − 𝑓𝑗(𝑥𝑗𝑖))
2

𝑛

𝑖=1

+ 𝜆𝑗 ∑ 𝛽
𝑗(𝑝𝑗+ℎ𝑗

∗)

2

𝑢𝑗

ℎ𝑗
∗=1

, 

 (5) 

where 𝜆𝑗 is the smoothing parameter for 𝑋𝑗, 𝑝𝑗 is the polynomial order for 𝑋𝑗, 𝑢𝑗 is the number of knots 

for 𝑋𝑗, and 

∑ 𝛽𝑗(𝑝𝑗+ℎ𝑗
∗)

2

𝑢𝑗

ℎ𝑗
∗=1

= 𝛽𝑗(𝑝𝑗+1)
2 + 𝛽𝑗(𝑝𝑗+2)

2 +⋯+ 𝛽𝑗(𝑝𝑗+𝑢𝑗)
2 . 

 (6) 

by differentiating (5) against 𝛃𝑗 can be obtained equation (7) 

𝛃𝒋(𝐗𝒋
𝑻𝐗𝒋 + 𝝀𝒋𝐃𝒋) =  𝐗𝒋

𝑻𝐲.  (7) 

Based on equation (7), the estimated value of 𝛃𝑗 can be obtaines as equation (8) 

�̂�𝑗𝑂𝐿𝑆 = (𝐗𝑗
𝑇𝐗𝑗 + 𝜆𝑗𝐃𝑗)

−𝟏
 𝐗𝑗
𝑇𝒚.  (8) 

Substitute equation (8) into equation (4) to obtain the penalized spline function of the predictor 

variable 𝑋𝑗  is equation (9) 

𝐟𝑗(𝐗𝑗) = 𝐗𝑗(𝐗𝑗
𝑇𝐗𝑗 + 𝜆𝑗𝐃𝑗)

−1
 𝐗𝑗
𝑇𝒚.  (9) 

The penalized spline function estimate of the predictor variable 𝑋𝑗 in the equation can be expressed as 

equation (10) 

𝐟𝑗(𝐗𝑗) = 𝐀λ𝑗𝒚,  (10) 

with 

𝐀λ𝑗 = 𝐗𝑗(𝐗𝑗
𝑇𝐗𝑗 + 𝜆𝑗𝐃𝑗)

−1
 𝐗𝑗
𝑇 .  (11) 

 

2.5 Optimal Smoothing Parameter 
The selection of optimal smoothing parameters is very important to obtain smooth curve results. 
Determining the optimal smoothing parameter can be done using Generalized Cross Validation 

(GCV). The smoothing parameter is obtained from the minimum GCV value. According to [14], the 
GCV value is obtained from the formula on equation (12) 

𝐺𝐶𝑉𝜆𝑗 =
𝑀𝑆𝐸𝜆𝑗

[1 −
𝑡𝑟 (𝐀𝜆𝑗)

𝑛
]

2, 
 (12) 

with MSE (Mean Squared Error) used to calculate the GCV value in finding the optimal 𝜆 rewritten 

as 𝑀𝑆𝐸𝜆𝑗, namely 

𝑀𝑆𝐸𝜆𝑗 =
1

𝑛
∑(𝑦𝑖 − �̂�𝑖)

2

𝑛

𝑖=1

 
 (13) 
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2.6 Choosing Optimal The Number of Knot 
Knot is the point that determines the change in the behavior of the data [26]. Knots are located at the 

quantile points of the unique (single) value of the predictor variable {𝑥𝑖}𝑖=1
𝑛  with each knot 

equidistant. The number of knot points can also be called the number of knots (𝑢) [14].  

The full search algorithm is one of the algorithms that can be used to select the number of knots. 
It searches for all possible knot counts and selects the knot count with the minimum GCV value as the 

optimal knot candidate. The number of knots (𝑢) searched will be less than the number of 
observations. The following are the steps in the full search algorithm: 

1. For 𝑢 = 1 and 𝑢 = 2, compare each smoothing parameter that minimizes the GCV value.  

a. If the GCV value at 𝑢 = 2 is more than 0,98 times the GCV value at 𝑢 = 1, the process 

will be stopped. Then, select the number of knots (𝑢) between 𝑢 = 1 and 𝑢 = 2 that has 

the smallest GCV value.  

b. If the GCV value at 𝑢 = 2 is equal to or less than 0,98 times the GCV value at 𝑢 = 1, the 

process will continue. 

2. For 𝑢 = 2 and 𝑢 = 3, compare each smoothing parameter that minimizes the GCV value.  

a. If the GCV value at 𝑢 = 2 is more than 0,98 times the GCV value at 𝑢 = 1, the process 

will be stopped. Then, select the number of knots (𝑢) between 𝑢 = 1 and 𝑢 = 2 that has 

the smallest GCV value.  

b. If the GCV value at 𝑢 = 2 is equal to or less than 0,98 times the GCV value at 𝑢 = 1, the 

process will continue. 

3. The process continues in the same way to compare the GCV values for 𝑢 = 3 and 𝑢 = 4. And 

so on until the optimal number of knots (𝑢) is obtained [14]. 

 

2.7 Kolmogorov-Smirnov Test 
The distribution of the response variable in GAM must belong to the exponential distribution family, 
such as the normal distribution. The Kolmogorov-Smirnov test can be used to test whether the data 

to be analyzed follows a certain distribution or not [27]. 
Hypothesis test: 

𝐻0: 𝐹(𝑥) = 𝐹∗(𝑥) 
𝐻1: 𝐹(𝑥) ≠  𝐹

∗(𝑥) 
Statistic test: 

𝐷 = max{|𝐹𝑛(𝑥) − 𝐹
∗(𝑥)|}  (14) 

with the hypothesis set, namely 

𝐹𝑛(𝑥): Empirical distribution function of the sample 

𝐹∗(𝑥): Cumulative distribution function 

𝐻0: Data is normally distributed 

𝐻1: Data is not normally distributed 

The test criterion of the Kolmogorov-Smirnov test is if the value of 𝐷 resulting from the test statistic 

is less than the 𝐷𝛼,𝑛 value, then accept 𝐻0. However, if the value of 𝐷 value resulting from the test 

statistic is more than the 𝐷𝛼,𝑛 value, then reject 𝐻0. 

 

2.8 Coefficient of Determination 

The coefficient of determination (𝑅2) can be interpreted as a measuring tool to measure the extent to 
which variations or changes in the response variable can be explained by variations in one or more 
predictor variables. The coefficient of determination is between 0 and 1. The results of the coefficient 

of determination are more informative than other measurement tools, such as Mean Square Error 
(MSE), Root Mean Square Error (RMSE), Mean Absolute Error (MAE), and Mean Absolute 

http://www.eksakta.ppj.unp.ac.id/index.php/eksakta
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Percentage Error (MAPE) which have limitations to interpret the results [28]. The coefficient of 

determination can be formulated as equation (15). 

𝑅2 = 1 −
∑ (𝑦𝑖 − �̂�𝑖)

2𝑛
𝑖=1  

∑ (𝑦𝑖 − �̅�𝑖)
2𝑛

𝑖=1  
 

 (15) 

 

2.9 Local Scoring Algorithm 
The regression function in GAM can be estimated using the local scoring algorithm. This function 

can estimate equation (3) faster than local likelihood estimation [13].  

1. Initialize the initial values 𝑓𝑗
𝑙(𝑥𝑗𝑖) = 𝑓1

𝑙(𝑥1𝑖) = ⋯ = 𝑓𝑝∗
𝑙 (𝑥𝑝∗𝑖) for each of the 0th iteration 

predictor variables, that is, when 𝑙 = 0 for 𝑙 = 0,1,2, . . . , 𝑗 = 1,2, . . . , 𝑝∗ and 𝑖 = 1,2, . . . , 𝑛. 

2. Iterate local scoring with the following steps: 

a. Determining the adjusted dependent variable value (𝑧) as equation (16) 

𝑧𝑖
(𝑙)
= 𝜂𝑖

(𝑙)
+ (𝑦𝑖 − 𝜇𝑖

(𝑙)
) (
𝜕𝜂𝑖
𝜕𝜇𝑖

)
(𝑙)

 
 (16) 

b. Define the weight matrix (𝐖) as equation (17) 

𝑤𝑖𝑖 = (
𝜕𝜂𝑖
𝜕𝜇𝑖

)
(𝑙)

2

(𝑉𝑎𝑟(𝑦𝑖)
(𝑙))

−1
 

 (17) 

3. Iterate the model with weights using the following backfitting algorithm: 
a. Calculate the partial residual with equation (18) 

𝐑𝑗
(𝑙+1)

= 𝐳 −∑𝑓𝑠
(𝑙)(𝑋𝑠)

𝑝∗

𝑠≠𝑗

 

 (18) 

b. Determine the smoothing function in the model with the equation (19) 

𝐟𝑗
(𝑙+1)

= 𝐀λ𝑗𝐑𝑗
(𝑙+1)

  (19) 

c. Calculate the mean value of the squared residuals with the equation (20) 

𝐴𝑣𝑔(𝑅𝑆𝑆(𝑙+1)) =
1

𝑛
{(𝐲 − �̂�)𝑇(𝒚 − �̂�)} 

 (20) 

d. Iterate until the 𝑅𝑆𝑆 value meets the convergence in equation (21) 

|𝐴𝑣𝑔(𝑅𝑆𝑆(𝑙+1)) − 𝐴𝑣𝑔(𝑅𝑆𝑆(𝑙))| < 𝜀  (21) 

4. The local scoring and backfitting steps will continue until a small average deviance value is 

obtained in equation (22) 

𝐴𝑣𝑔(𝐷𝑒𝑣) =
1

𝑛
{(𝐲 − �̂�)𝑇𝐖𝑖(𝒚 − �̂�)} 

 (22) 

and meets the convergence criterion in equation (23) 

|𝐴𝑣𝑔(𝐷𝑒𝑣)𝑙+1 − 𝐴𝑣𝑔(𝐷𝑒𝑣)𝑙| < 𝜀  (23) 

 

2.10 Generalized Additive Models with Penalized Spline Estimator 
According to [29], Weighted Least Square (WLS) is used to determine parameter estimates using local 
scoring procedures in GAM. The Penalized Least Square (PLS) function will be minimized by the 

WLS method to obtain the estimate �̂�𝑗 for each predictor variable 𝑋𝑗  as formulated by equation (24). 

𝐿𝑗 =∑𝑤𝑖 (𝑦𝑖 − 𝑓𝑗(𝑥𝑗𝑖))
2

𝑛

𝑖=1

+ 𝜆𝑗 ∑ 𝛽
𝑗(𝑝𝑗+ℎ𝑗

∗)

2

𝑢𝑗

ℎ𝑗
∗=1

, 

 (24) 

by differentiating (24) against 𝛃𝑗 can be obtained equation (25) 

�̂�𝑗𝑊𝐿𝑆
= (𝐗𝑗

𝑇𝐖𝐗𝑗 + 𝜆𝑗𝐃𝑗)
−𝟏
𝐗𝑗
𝑇𝐖𝐲.  (25) 
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Substitute equation (25) into equation (5) to obtain the penalized spline function of the predictor 

variable 𝑋𝑗  as equation (26) 

𝐟𝑗(𝐗𝑗) = 𝐗𝑗�̂�𝑗𝑊𝐿𝑆
.  (26) 

Then, equation (26) can be expressed as equation (27) 

𝐟𝑗(𝐗𝑗) = 𝐀λ𝑗
∗ 𝒚,  (27) 

with 

𝐀λ𝑗
∗ = 𝐗𝑗(𝐗𝑗

𝑇𝐖𝐗𝑗 + 𝜆𝑗𝐃𝑗)
−1
 𝐗𝑗
𝑇𝐖.  (28) 

 

3. Results and Discussion 
Before modeling, it is necessary to conduct an initial analysis first so that modeling can be carried out. 
The first thing to do is to make a scatterplot between each predictor variable and the response variable 

to ensure that a nonparametric regression model can be performed in this case. The results are showns 
as Figure 1A, Figure 1B, and Figure 1C 

 
A B C 

Figure 1. Scatter plot 𝑌 against A) the percentage of households with clean and healthy 
living behaviors (PHBS), B) the percentage of exclusive breastfeeding among under-
fives, and C) the percentage of low birth weight (LBW)  

 

Based on Figure 1A, Figure 1B, and Figure 1C, the scatter plots between 𝑌 and 𝑋𝑗  do not follow a 

specific function graph pattern. In this case, nonparametric regression can be used to overcome the 

nonlinear relationship between variables. Furthermore, the response variable is assumed to be in the 
exponential family. The Kolmogorov Smirnov test will be used to ensure the assumption that the 

response variable 𝑌 belongs to the exponential family distribution, such as normal distribution which 

is the chosen distribution in this study 
 

Table 1. Kolmogorov-Smirnov Test Results Data on the Percentage of Pneumonia Cases 
in Toddlers in West Java in 2021 

𝑛 Significance Rate (𝛼) 𝐷 𝐷(𝛼,𝑛) Hypothesis Test 

27 0,05 0,16352 0,254 𝐻0 is accepted 

Based on Table 1, the 𝐷 value generated from the test statistic is less than the 𝐷(0.05,27) value, so 𝐻0 is 

accepted. Therefore, the data to be modeled is normally distributed. 

 

3.1 Optimal Smoothing Parameter Selection 
The optimal smoothing parameters will be selected using the full search algorithm by [12][30] below. 
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Table 2. The Results of Full Search Algorithm for Each Variable Predictor 

Variable Order Number of Knots Knots Location Optimal Smoothing Parameter 

𝑋1 1 2 60.7967,  68.53 1 

𝑋2 2 3 64.675, 71.85, 74.73 1 

𝑋3 1 1 1.9, 3.6 1 

According to the data in Table 2, the model form that can be formed is in the following equation 

�̂�𝑖 = �̂�0 + �̂�11𝑥1𝑖
1 + �̂�12(𝑥1𝑖 − 𝑘11)+

1 + �̂�13(𝑥1𝑖 − 𝑘12)+
1 + �̂�21𝑥2𝑖

1 + �̂�22𝑥2𝑖
2 + �̂�23(𝑥2𝑖 − 𝑘21)+

2 +

         �̂�23(𝑥2𝑖 − 𝑘22)+
2 + �̂�23(𝑥2𝑖 − 𝑘23)+

2 + �̂�31𝑥3𝑖
1 + �̂�32(𝑥3𝑖 − 𝑘31)+

1 + �̂�33𝑥3𝑖
2 (𝑥3𝑖 − 𝑘32)+

1   

 

3.2 Parameter Estimation Results of Generalized Additive Models based on Penalized Spline 

Estimator 
Calculations to get the estimated value of the Generalized Additive Models parameters are carried by 

using the local scoring algorithm with a tolerance value of 10−1. The iteration results are as follows: 

1𝑠𝑡  iteration 𝑟 = 0 

1. Determining the initial value of 𝑓𝑗(𝑥𝑗𝑖) from the previous step 3.3 so that we get Table 3. 

 

Table 3. Initial Value of the Estimation Function for Each Predictor 

n 𝑓1
0(𝑥1𝑖) 𝑓2

0(𝑥2𝑖) 𝑓3
0(𝑥3𝑖) 

1 34.15078 68.70238 37.38869 

⋮ ⋮ ⋮ ⋮ 

27 29.14551 48.55649 53.94487 

2. Define 𝑧 using equation (16). 

3. Determining the initial value of 𝜂𝑖 and 𝜇𝑖 based on the 1𝑠𝑡  step, we get Table 4. 
 

Table 4. Initial Value of 𝜂𝑖 and 𝜇𝑖 

n 𝜂𝑖  𝜇𝑖  

1 140.2418 140.2418 

⋮ ⋮ ⋮ 

27 138.6398 138.6398 

4. Define the matrix W as a matrix of size (𝑛 ×  𝑛) with the main diagonal entries being 1. 

5. Determining the partial residual of iteration 0 for each predictor, we get Table 5. 

 

Table 5. Initial Value of Partial Residual of Each Predictor 

n 𝑅1
1 𝑅2

1 𝑅3
1 

1 -81.671 35.05779 11.86968 

⋮ ⋮ ⋮ ⋮ 

27 -72.471 30.57564 40.003298 

 

6. Calculating the value of 𝐴∗(𝜆𝑗) using equation (28), we get 

𝐴∗(𝜆1) = [
0,1282217 ⋯ −0,1503095

⋮ ⋱ ⋮
−0,01503095 ⋯ 0,2300106

]

27×27

 , 
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𝐴∗(𝜆2) = [
0,2384613 ⋯ 0,1338382

⋮ ⋱ ⋮
0,1338382 ⋯ 0,1111057

]

27×27

 , 

and 

𝐴∗(𝜆3) = [
0,06835633 ⋯ 0,02471354

⋮ ⋱ ⋮
0,02471354 ⋯ 0,06907664

]

27×27

 . 

7. Calculating the value of 𝑓𝑗(𝑥𝑗𝑖) using equation 19, we get 

8.  

Table 6. The value of 𝑓𝑗(𝑥𝑗𝑖) 

n 𝑓1
1(𝑥1𝑖) 𝑓1

1(𝑥1𝑖) 𝑓1
1(𝑥1𝑖) 

1 -48.026 60.5768 36.0667 

⋮ ⋮ ⋮ ⋮ 

27 -54.491 44.48754 53.7261 

9. Calculate 𝜂 and 𝜇  

�̂� = �̂� = [

48,61705
38,05128

⋮
43,72309

]

27 𝑥 1

 

10. Calculate the mean of residual sum of squares so we get 

𝐴𝑣𝑔(𝑅𝑆𝑆1) = 265,4421 
 

Based on calculation above, we obtained |𝐴𝑣𝑔(𝑅𝑆𝑆𝑙+1 ) − 𝐴𝑣𝑔(𝑅𝑆𝑆𝑙) | = 265,4421, where the 

value is still greater than the tolerance value, so, the calculation continues to the next iteration. The 
iteration is continued until a convergent value is obtained. Iteration of backfitting stopped in the 7th 

iteration. Thus, the next step is going to the scoring iteration with initial value 𝐴𝑣𝑔(𝐷𝑒𝑣0) = 0. From 

the last result of previous iteration, we get |𝐴𝑣𝑔(𝐷𝑒𝑣𝑙+1 ) − 𝐴𝑣𝑔(𝐷𝑒𝑣𝑙) | = 252.1399, where the 

value is still greater than the tolerance value, so the calculation continues to the next iteration which 
is the calculation of backfitting iteration at 8th iteration. The iteration is stopped at this step. The 

estimation of Generalized Additive Models parameters are using R Studio software with the results 
as follows: 

 

�̂�𝟏 = [−90,3589 0,7017 1,9120 −2,9161]T  

�̂�𝟐 = [−624,4972 23,0888 −0,1927 −0,0664 1,9506 −1,9377]T  

�̂�𝟑 = [9,9985 9,7375 7,3801 −18,8694]T  
 
Based on the result, we can get models based on penalized spline estimator with local scoring 

algorithm as equation (29) 
 

�̂�𝑖 = −704,8576 + 0,7017𝑥1𝑖
1 + 1,9120(𝑥1𝑖 − 60,7966)+

1 − 2,9161(𝑥1𝑖 − 68,53)+
1 +

23,0888𝑥2𝑖
1 − 0,1927𝑥2𝑖

2 − 0,0664(𝑥2𝑖 − 64,675)+
2 + 1,9506(𝑥2𝑖 − 71,85)+

2 −

1,9377(𝑥2𝑖 − 74,73)+
2 + 9,7375𝑥3𝑖

1 + 7,3801(𝑥3𝑖 − 1,9)+
1 − 18,8694(𝑥3𝑖 − 3,6)+

1   

 (29) 
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With truncated function: 

(𝑥1𝑖 − 60,7966)+
1 = {

(𝑥1𝑖 − 60,7966)+
1 ; 𝑥1𝑖 ≥ 60,7966

0 ; 𝑥1𝑖 < 60,7966 
  

(𝑥1𝑖 − 68,53)+
1 = {

(𝑥1𝑖 − 68,53)+
1 ; 𝑥1𝑖 ≥ 68,53

0 ; 𝑥1𝑖 < 68,53
  

(𝑥2𝑖 − 64,675)+
2 = {

(𝑥2𝑖 − 64,675)+
2 ; 𝑥2𝑖 ≥ 64,675

0 ; 𝑥2𝑖 < 64,675
  

(𝑥2𝑖 − 71,85)+
2 = {

(𝑥2𝑖 − 71,85)+
2 ; 𝑥2𝑖 ≥ 71,85

0 ; 𝑥2𝑖 < 71,85
  

(𝑥2𝑖 − 74,73)+
2 = {

(𝑥2𝑖 − 74,73)+
2 ; 𝑥2𝑖 ≥ 74,73

0 ; 𝑥2𝑖 < 74,73
  

(𝑥3𝑖 − 1,9)+
1 = {

(𝑥3𝑖 − 1,9)+
1 ; 𝑥3𝑖 ≥ 1,9

0 ; 𝑥3𝑖 < 1,9
  

(𝑥3𝑖 − 3,6)+
1 = {

(𝑥2𝑖 − 3,6)+
2 ; 𝑥3𝑖 ≥ 3,6

0 ; 𝑥3𝑖 < 3,6
  

 

thus obtained 
 

�̂�𝑖 =

{
 
 
 
 
 
 

 
 
 
 
 
 

−704,8576 + 0,7017𝑥1𝑖
1 ; 𝑥1𝑖 < 60,7966

−840,0966 + 2,6137𝑥1𝑖
1 ;  60,7966 ≤ 𝑥1𝑖 < 68,53

−640,2563 − 0,3024𝑥1𝑖
1 ; 𝑥1𝑖 ≥ 68,53

23,0888𝑥2𝑖
1 − 0,1927𝑥2𝑖

2 ; 𝑥2𝑖 < 64,675

−277,7416 + 31,6776𝑥2𝑖
1 − 0,2591𝑥2𝑖

2 ; 64,675 ≤ 𝑥2𝑖 < 71,85

9792,0797 − 248,6235𝑥2𝑖
1 + 1,6915𝑥2𝑖

2 ; 71,85 ≤ 𝑥2𝑖 < 74,73

−1029,1471 + 40,9850𝑥2𝑖
1 − 0,2462𝑥2𝑖

2 ; 𝑥2𝑖 ≥ 74,73

9,7375𝑥3𝑖
1 ;  𝑥3𝑖 < 1,9

−14,02219 + 17,1176𝑥3𝑖
1 ; 1,9 ≤ 𝑥3𝑖 < 3,6

53,9076 − 1,7518𝑥3𝑖
1 ; 𝑥3𝑖 ≥ 3.6

  

 

3.3 Model Determination Coefficient of Percentage of Pneumonia Cases in Toddlers in West Java 

Province in 2021 

The coefficient of determination (𝑅2) for the model of the percentage of pneumonia cases among 

under-fives based on the factors that influence it in equation (29) can be obtained using equation (16). 

The value was calculated using the R Studio program. The 𝑅2 value obtained is 0.679, indicating that 
67.9% of the factors in the predictor variables, namely the percentage of households with clean and 

healthy living behaviors (𝑋1), exclusive breastfeeding (𝑋2), and low birth weight (𝑋3), affect the 
percentage of pneumonia cases in children under-five, while the remaining 0.321 indicates that 32.1% 

is influenced by other factors outside the model. The coefficient of determination of 0.679 falls into 
the strong relation. 

 

3.4 Parameter Estimation Results of the Model for the Percentage of Pneumonia Cases in Toddlers 

by Factors Affecting It in West Java Province in 2021 
The estimated value obtained from the model formed will then be compared with the actual value to 

see whether the pattern of the prediction model can follow the actual data pattern. Based on Figure 2, 
the model of the percentage of pneumonia cases in children under five years old with Generalized 

Additive Models based on Penalized Spline is quite capable of fitting the actual data patter with the 
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optimal order, knot points, and smoothing parameters. This is reinforced with a model determination 

coefficient value of 0.679. 

 
Figure 2. Comparison graph of actual and estimated values 

 

4. Conclusion 
The Generalized Additive Models based on the penalized spline estimator formed of pneumonia cases 

in children under five years old can be obtained with the local scoring algorithm. The model formed 

is the model in equation (29) with the order, number of knots, and smoothing parameters for 𝑋1 are 

1, 2, and 1, respectively, the order, number of knots, and smoothing parameters for 𝑋2 are 2, 3, and 1, 

respectively, and the order, number of knots, and smoothing parameters for 𝑋3 are 1, 2, and 1, 

respectively, with the coefficient of determination obtained of 0.679. Based on this, the variable of the 
percentage of pneumonia among under-fives in West Java Province in 2021 can be explained by the 

three predictor variables by 67.9%, while the remaining 32.1% is explained by other variables not 
included in the model. 
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