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Abstract. The heart is one of the most important organs for human; 

therefore, it needs to always be looked after and maintained 
properly. If it is not looked after and maintained properly, it will 

be at risk of disease. Currently, heart disease of various types 
still ranks first in deaths both in Indonesia and abroad. Various 

efforts continue to be developed by relevant scientists to detect 
it. Considering the importance of development efforts, in this 

research a machine-learning program was designing to classify 
heart disease as a detection system effort. In this article we will 

describe the analysis of the characteristics of the K-NN 
classifier, decision tree, random forest (accuracy, precision and 

recall), as well as determining the best classifier for detecting 
heart disease. To support the analysis of test results, Python and 

Google Colab programming has been implementation here. 
The best results obtained from the analysis of the application of 

these three models are the Decision Tree Classifier with 
accuracy, precision and recall values of 90%, 87% and 88% 

respectively. These results indicate that this model has been 
successfully developing 
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1. Introduction 
Health is a condition that must be care and continuously good maintained, especially for the important 

organs of the human body, one of which is the heart. The heart itself is the most important organ for 
humans, where the heart is an organ the size of a human fist, which has the function of pumping blood 

throughout the body [1-5].  
In Indonesia, cardiovascular disease ranks first according to the Sample Registration System 

survey with a coronary heart death rate of 12.9% of all deaths. Based on a doctor’s diagnosis through 
Basic Health Research (Riskesdas) in 2013, this can indicate that heart disease ranks highest. For this 

reason, early detection is very necessary as a preventive measure [6-10]. Various studies related to this 
heart disease detection system continue to develop until now, such as Deep Learning, Genetic 

Algorithms and others with the accuracy value about 78 % [11-14]. However, it is still in dire need 
Innovation and development of models or systems to detect heart disease. Given the current detection, 

system is still complicated and sometimes expensive [15-17]. 
One possible development in the design of this detection system is machine learning. This very 

possible considering that this model has developed a lot but for other detection systems. To facilitate 
the process of identifying people who have heart disease, machine learning is used. Machine learning 

is a learning machine with a computational process and uses input data. Machine learning is a method 
to simplify the classification identification process in this study. This happens because heart disease is 

the most important cause of death in the world [12-13][18]. 
Machine learning is a technique for processing and analyzing previous data. The technique can 

predict new data and exploit hidden data. There are also several machine learning models such as 
classification, regression, and clustering. By training data processing into one pf the models, then the 

model predicts data is not visible from previous data. So that this machine learning technique can help 
to overcome data failures [7-8][12][19]. Machine learning can also explain the principles of algorithms, 

where with this ability machine learning can adapt for the purpose of efficiency and effectiveness of 
its function. 

Machine learning is also concerned with how computers can build program performance with 
multiple task through experience. Learning is learning to predict supervised targets based on a training 
model using labeled data. The results of this model was using to predict new data. Supervised learning 

knows the relationship between input and target, and then it can be classification into main categories, 
i.e. Classification and regression [12][20-21]. 

Several previous studies has been carries out, including: implementation of classification using the 
k-NN algorithm, Decision Tree and Random Forest to determine Clean Water Quality. Between 

Classifiers Using Machine learning. The result is that machine learning able to read the cases in this 
study well [22]. Subsequent research by Haris and friends in 2021, implements machine learning to 

determine the value of radioactivity. As a result, machine learning can work well [23]. Then the third 
study (Nanik, Sarfiah, 2021), entitled “Random Forest Classifier for detection of Covid-19 Patients 

with CT Scan Images”. The results of the random forest algorithm have a highest accuracy value 
compared to other method [24]. Based on these studies it is very possible to apply this Machine 

Learning application for classification and identification of heart disease. This factor is the focus of 
ttis research. 
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2. Experimental Section 

2.1. Materials 
In this research required some equipment and materials. The equipment used includesLenovo Idea 

pad Slim 3 brand laptop with Windows 11 operating system specifications, AMD 3020e CPU, 
1.2GHz, 4GB RAM, 256GB SSD and Google Collabotary Python. While the material used in this 

research are kaggle.com dataset. 

 

2.2. Experiment Stages 
This research generally has several stages, namely problem identification, literature study, 

programming, retrieving data sets, then testing the program, and analyzing the results of the program 
that has been made. Schematically shown in Figure 1. 

  

 
Figure 1. Schematically of research 

1.2.1. Programming 
Making this program was doing using Python with Google Collaboratory, which is an executable 

document, used to share programs that has been written via Google Drive. Through Google Collab, 
programs created using machine learning k-NN classification, decision tree and random forests [25-

28]. The program is designing to study data patterns from existing data, so that the results of the 
program produce expenses as expected. Where the expected values are accuracy, precision and recall. 

 

1.2.2. Retrieving Datasets 
Retrieval of data sets is doing by taking data that is already available on the Kaggle website, which is 
a common data science learning resource platform, so there are many data sets available there. The 

data set used for this study is the heart data set [29-31]. By Ratndeep Chavan (2021) with a total of 
917 data and parameters per person are 12 parameters with 21 parameters used. 

 

1.2.3. Program Testing 
Program testing is carries out with data sets that has obtained and then processed in machine learning. 

The data sets obtained from Kaggle is a Comma Separated Values or SCV file and will be retrieved 
using the pandas library and import files because it uses Google Colab, which will be read later [32-
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34]. For datasets, processing doing with the program as well as the list of programs in the table as 

shown in Figure 2. 
 

 
Figure 2. Program to include files in machine learning 

 
After the program enters machine learning then the data set will be divided by df.isna.sum () 

which has a function to delete columns that have nan data, but data because nan data in this data set 
is 0 then it goes straight to the next process. In the df = pf.get dummies process, one hot encoding is 

carried out, which is a process for creating new columns with categorical variables, with each category 
being a new column, Then select feature data and target data, select heart disease which, is the target 

data selected to find out disease data.  
Therefore, we get X for data features and Y for data target. After the process of dividing the data 

features and target data is done, from the sklearn.model library to be able to share test data and train 
data, by dividing 90% training data and 10% test data, after obtaining train data and data sets, scaling 

is done for better data obtained using MinMaxScaler [35-37].  
Furthermore, the classifier needs to be taken from sklearn for the algorithm that will be used 

machine learning, for machine learning for the Decision Tree it will be taken “Decision Tree 
Classifier”, for k-Nearest Neighbor taken from “K Neighbors Classifier”, and Random Tree Forest 

taken from “Random Forest Classifier”. Then all algorithm are tested using validation data and test 
data to be able to study machine learning with the library shown in Figure 3. 

 

 
Figure 3. Library classifier for machine learning algorithm 

 

At the programming stage, the data set has processed by separating the data set parameters. The 
separated parameter values are integers and objects, such as gender, age, type op pain, resting ECG, 

exercise Angina, and ST slope. Then the parameter values that has been separating are using as X and 
Y variables to determine the train set and test set. By dividing the 75% train and 25% test set, machine 

learning works randomly so that random results are obtain.  
Then the training data obtained is 826 and 92 for the test set, in which the data is scaling to 

produce better data. Furthermore, data validation was carried out, this data was obtain with a total of 
743 train sets and 83 test set, and then the data was processed using each classifier. The results that 

are issue from the algorithm are in the form of confusion matrix with several provisions for accuracy, 
precision, and recall values. As shown in Figure 4. The Confusion matrix is a representation of 

predictions and actual conditions from data generated by machine learning, in addition to the 
provisions of the values mentioned above, there are predicted values in the form of True Positive, True 

Negative, False Positive and False Negative. 
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Figure 4. Confusion matrix [32] 

 

True positive is the case where the predicted result actually occurs (true), then, for True Negative 
is the result where the predicted does not occurs. Then for False Positive is a case with a prediction 

that should have happened but did not happen or the prediction was wrong, and the last one is False 
Negative, which is a case where the predicted result did not happen but actually happened [34][36-

37]. 

 

3. Results and Discussion 
In this section, the results obtained from the characteristic testing process should be explaining, namely 
the accuracy and precision test results from machine learning. Here we will describe the accuracy and 

precision of machine learning based on the k-NN classifier, decision tree and random forest. Accuracy 
in machine learning is the ratio of correct predictions (positive and negative) of the entire data. If the 

accuracy of the algorithm is good then the data set has the amount of data for False Negative and 
False Positive are nearly symmetrical.  

Accuracy of the data validation of the k-NN algorithm are highest at k = 0 with an accuracy of 
84%, then for accuracy at k = 1 it is 77% and this the lowest point in accuracy, then at k = 2 it is 82% 

and stable at k = 3, then at k = 4 the accuracy decreased by 81 %. For test data, the highest value was 
obtained at k = 0 by 64%, decreased by k = 1 and k = 2 by 57% and 48% and at k = 3, the value was 

54% and k = 4 by 69%, as shown in Figure 5. 
 

 
Figure 5. Plot graph of accuracy at k – NN algorithm 
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The accuracy value on the graph for the validation data k = 0 is 84% and the test data is 64%, this 

happens because k = 0 does not use the scikit knn.predict and knn.predict_probe libraries where these 
libraries can predict class labels for data that has been provided and can be returned to the estimated 

probability for the test data. Whereas for values k = 1 to k = 4 use the scikit library [33].  
The value of the confusion matrix taken is the value k = 0 for test data of 64% which is the highest, 

the test data is the data used after finishing testing the training process, which means this test data 
cannot be seen before [34]. Then the Confusion Matrix test data as shown in Figure 6, the value k = 

0 gets 12 True positive (heart disease) and 47 True Negative ( no heart disease), then for False Positive 
it gets 4 (predicted heart disease but not heart disease) and False Negative obtained 29 (predicted heart 

disease but no heart disease).  With an accuracy value of k = 0 for test data is 64%. 
 

 
Figure 6. K-NN confusion matrix 

 
In the decision tree calculation, two data has obtained namely validation data and test data. Test 

data has obtained with a true positive ratio of 90% and validation data of 84%. Just like the explanation 
in the k-NN algorithm that only test data has been using as the result in this study. The results of the 

accuracy of the test data for the Decision tree algorithm are obtain True Positive 41 (heart disease), 
the for False Positive of 3 (patients who are predicted to have heart disease but actually do not have 

heart disease) and False Negative of 6 (patients who are predicted not have heart disease but actually 
heart disease). In addition, the accuracy obtained from the test data is 90% with the Confusion Matrix 

as shown in Figure 7 detail. 
 

 
Figure 7. Decision tree confusion matrix 
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For Random Forest calculations, two data are obtain, namely validation data and test data. Data 

test was obtain with a true positive ratio 87% and validation data of 88%. The results of the accuracy 
of the data test on the Random Forest algorithm has obtain True Positive 34 (heart disease) and True 

Negative 46 (no heart disease), then for False Negative obtain 5 (predicted heart disease but not heart 
disease) and False Positive 7 (predicted no heart disease but heart disease), with accuracy value of 

87%.  As shown in Figure 8. 
 

 
Figure 8. Random forest confusion matrix 

 

Furthermore, the results of the Precision of true positive sick data on the k – NN Algorithm as 
shown in Figure 9. The results on the precision of k-NN pain for the highest validation data are at k 

= 0 with a result of 83% and the smallest is obtained at 74% at k = 4. For Values k =1 to 3, respectively 
obtained 75%, 75% and 78%. The results on precision pain k-NN for test data at value of k = 0 to 4 

are obtained respectively 83%, 75%, 75% and 54%. Precision results for validation data on the 
Random Forest algorithm were obtain at 86% for sick and 89% for healthy, while for test data it was 

obtained for 87% for both healthy and sick. 
 

 
Figure 9. Precision of true positive sick data on the k – NN algorithm 

 
Overall, the test results of the developed model as shown in Table 1. Table 1 shows the level accuracy, 
precision and recall of all classifiers. 
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Table 1. Table comparison of test data on all classifier algorithms 

Algorithms 

 

Accuracy 

 

 

Precision 

 

Recall 
Validation Data of 

Accuracy Values (%) 
  

k-NN 0.62 0.64 0.29 84 

Decision Tree 0.90 0.88 0.93 84 

Random Forest 0.87 0.87 0.90 88 

 

From the overall results of the test conducted, it shows that the built model work well, this indicates 
that the developed model can be an alternative in detected heart disease, besides that it is also a 

breakthrough in heart disease detection systems, and the best model from this research is Decision 
Tree Classifier. The level of accuracy obtain from this research is better than that carried out by several 

previous researchers with an accuracy of around 78% [11 – 14]. These results indicate that this model 
has been successfully developing. 

 

4. Conclusion 
Based on the results of testing and analysis that has been carries out by researches, it can be conducted 
that accuracy, precision and recall values in the test data for the k-NN algorithm, decision tree and 

random forest obtained results for k-NN obtained accuracy of 62%, precision of 64% and recall of 
29%. Decision tree with accuracy of 90%, precision of 88%, and recall of 93%.  Then for the random 

forest, results obtained an accuracy of 87%, precision of 87%, and a recall of 90%. Based on the 
accuracy value, it shows that the best classifier is a Decision Tree. 
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