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Abstract. Indonesia is a center of convection and acts as a driving 

force for global atmospheric circulation due to its geographical 
position. Moreover, Kototabang Hill is one of the national strategic 

areas in the equatorial atmospheric observation room with limited 

cloud cover data so that tools and development are needed to meet 

these data needs. Sky Camera for the purpose of observing clouds 
(Cloud Camera) is urgently needed to complement the need for cloud 

cover data to support observation and research activities in the field of 

the atmosphere. The Cloud Camera design is done by modifying the 
CCD Camera with several supporting devices including fish eye, solar 

tracker, sun filter and dome. Evaluation of the urgency of these 

enhancements is discussed in this paper. Among the four 

combinations of using supporting instruments (dome and sun filter) 
for the Cloud Camera device, the best image obtained is the device 

that uses a sun filter and without a dome. Among the four 

combinations of using supporting instruments (dome and sun filter) 
for the Cloud Camera device, the best image obtained is the device 

that uses a sun filter and without a dome. 
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1. Introduction 
Indonesia, geographically located on the equator between two continents and two oceans. This 

condition makes Indonesia a center of convection and acts as a driving force for global atmospheric 
circulation. The island of Sumatra has unique climatic characteristics both locally and regionally. This 

is because the area has mountains that stretch from north to south and is surrounded by the Indian 
Ocean, the Malacca Strait, the Java Sea, the Karimata Strait and is close to the South China Sea. So 
that the formation of clouds and rain in Indonesia, especially Sumatra, are not only influenced by air 

circulation on a global and regional scale, they are also influenced by local conditions. Local influences 
such as topography make the variability of rainfall even greater due to the formation and cloud cover 

in the area. 
Kototabang Hill is one of the national strategic areas in the equatorial atmosphere observation 

space. Located at an altitude of 865 meters above sea level, and coordinates 0.2°S; 100.32°E, this area 
is unique in terms of position and topography. The western part of Kototabang Hill is a coastal area 

directly facing the Indian Ocean, and in the eastern part is a highland area dominated by Bukit Barisan. 
This unique characteristic is also reflected in the two peaks of rain in one year on Kototabang Hill. 

The movement of clouds in Kototabang has its own level of complexity. This is due to its 
position in the western part of Indonesia which experiences events such as trade winds and moonson 

winds whose effects are not even so defined for that area. The relationship between rain and clouds 
makes both of them very interesting to discuss. Observation and understanding of cloud patterns will 

be needed for many things, one of which is related to rainfall and its predictions.  
Research on extreme rain conditions in Padang, West Sumatra on February 14 2018 used 

atmospheric data, including cloud cover data. Unfortunately the availability of cloud cover data from 
observation equipment is lacking. Sky Camera is an instrument in the form of an imager that is used 

to observe sky conditions, in this case it is more specifically used for observing clouds. By using a 
modified CCD camera, the complement is a fish eye, dome, solar tracker and sun filter [1-2]. The Sky 

Camera, which is generally available today, is only to get an image of the sky without a sun filter 
which makes the resulting image too dazzling around the sun area [3-4]. With the sun filter connected 

to the solar tracker, it is hoped that glare around the sun area can be avoided while at the same time 
we can make sun observations such as giant sunspots and solar eclipse phases. While the dome is used 

as a protective device that will certainly be used outdoors [5-7]. 
Sky Camera can provide real visualization of atmospheric conditions which will be very much 

needed, especially during extreme conditions. Thus helping researchers get a clearer picture of 
atmospheric conditions that have been observed by other atmospheric observation equipment. In this 

paper, we will also examine the urgency of the supporting instruments in the form of domes and solar 
filters used [8-10]. 

 

2. Experimental Section 

2.1. Materials 
The design and development of the Sky Camera for cloud observation (Cloud Camera) is an 

engineering activity by modifying a CCD camera with a fish eye and a solar tracker and connected to 
a PC [11]. Then it is equipped with an additional solar tracker and sun filter to cover glare and 

reflections from direct sunlight so that the resulting image is expected to be more accurate [12]. The 
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results from the camera will be processed on a PC using software to perform image processing to 

produce cloud cover percentage data [13].  
The main instrument used is a CCD camera which is supported by several other devices such 

as a fish eye, solar tracker, sun filter and dome (Figure 1). The camera used is ZWO ASI 178mc with 
IMX178 CMOS sensor specifications, sensor size 1/1.8 inch (7.4mm x 5mm), Effective resolution 6.4 

megapixels (3096 x 2080), pixel size 2.4μm x 2.4μm, mono camera type (black and white) with bayer 

RGB filter, connectivity: USB 3.0, 14-bit dynamic range read rate up to 35 frames per second at full 
resolution, interface: ST-4 Guide Port. The ZWO ASI178MC camera is designed for 

astrophotography and is used primarily for shooting the night sky, imaging planets, the moon and 
other celestial objects [14]. With its high resolution and wide dynamic range, this camera is suitable 

for taking detailed astronomical images [15]. 

 
Figure 1. Block diagram of the basic system 

 
The use of fish eye supports the camera to get an overview of the conditions of the entire sky 

with wide coverage. The solar tracker is used as a device that follows the daily movement of the sun 
using Arduino Uno, real time clock and MG90 servo motor [16-17]. The sun filter is expected to be 

able to block glare and reflections from the sun. Meanwhile, to protect the outside of the device which 
consists of a camera, filter, and servo motor, a dome is used [18]. Camera and solar tracker connect 

to PC to control solar tracker, save images and image processing [19]. 
 

 
(a)  (b) 

Figure 2. (a) Looks from outside the box; (b) seen from inside the box 
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2.2. Methods 
The research methodology on the design and development of the Sky Camera for cloud observation 

(Cloud Camera) is an engineering activity by modifying a CCD camera with a fish eye and a solar 
tracker and connected to a PC. Then it is equipped with an additional solar tracker and sun filter to 

cover glare and reflections from direct sunlight so that the resulting image is expected to be more 
accurate [20]. The results from the camera will be processed on a PC using software to perform image 

processing to produce cloud cover percentage data [21]. 
 

2.2.1. System Flow Chart 

 
Figure 3. System flow chart 

 
The software used consists of software for controlling CCD cameras and software for image data 

processing [22]. CCD camera control software is used to set the camera, data output, shooting range, 
camera resolution, shooting time range and shooting settings. Then software is used to process the 

resulting image data from the CCD camera [23]. To facilitate the making of this software design, a 
workflow diagram of the overall system is needed, shown in Figure 3. The flowchart begins with the 

program initialization process, then reads the captured images from the CCD camera. The image is 
then processed from image data to data in RGB format. Next identify each pixel as a cloud image or 
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not a cloud. Finally, the system performs large calculations of the percentage of cloud cover, cloud 

type identifiers and cloud movement directions. 
 

2.2.2. Solar Tracker using Arduino Uno 
The movement of the solar filter by a servo motor is controlled using an Arduino Uno. The system 
starts from reading the time in real time from the Real Time Clock (RTC) module [24]. The servo 

motor will go to the angle of the sun's position according to time and move 1° every 4 minutes 
following the daily movement of the sun. At night, the angular position of the servo motor returns to 

the zero position. This Arduino added a temperature sensor to monitor system temperature. In the 
development of this system and if further needed, slots are available for other sensors to be added. 

  

2.2.3. Image Processing using Python 
Color-based segmentation techniques, there are several other approaches that can be used for cloud 

and non-cloud image processing [25-26]. Here are some commonly used approaches: 
a. Texture Based Segmentation: can use texture features such as an orientation gradient histogram 

(HOG), Gabor filters, or other texture processing methods to differentiate between clouds and 
background. 

b. Segmentation Based on Geometry Features: can use geometric features such as shape, size, or 

spatial texture to separate clouds and background. Methods such as the Hough transform or 
contour analysis can be used in this regard. 

c. Machine Learning Algorithm Based Segmentation: can use machine learning based approaches 
such as classifiers such as Support Vector Machine (SVM), Random Forest, or Convolutional 

Neural Network (CNN) to identify and segregate clouds and background. This requires a well-
annotated dataset to train the model [27]. 

d. Advanced Image Processing Based Segmentation: Image processing methods such as 
compaction, smoothing, noise removal, or region based segmentation such as watershed 

algorithm or matrix based pixel separation can be used to separate clouds from the background 
[28]. 

The choice of technique depends on the complexity of the image and the desired accuracy. In some 
cases, a combination of techniques may also be required for better results [29]. For cloud and non-

cloud image processing using Python, you can use various libraries or libraries such as OpenCV (Open 
Source Computer Vision Library) and NumPy [30]. The following is a simple example of how to 

process cloud imagery using Python importing the required library, reading cloud imagery, converting 
the image to a grayscale image, performing thresholding to separate cloud and background, displaying 

the processed image. 
 

3. Results and Discussion 
The Cloud Camera or Sky Camera device for cloud monitoring that is designed to be operated to get 
the first results at the office location of the Agam Space and Atmospheric Observation Station, Bukit 

Kototabang, Agam Regency, West Sumatra. Based on the geographical aspect, it is located in the 
equatorial region as a cloud producer which is quite high in the Sumatra region, so that the need for 

Cloud Camera data collection on the presence of clouds can be carried out properly. Data collection 
was carried out with several variations to review the urgency of additional devices used in basic 

cameras, namely domes and sun filters. 
 

3.1. Image Processing 

Image processing that has been carried out to determine clouds and non-clouds as well as the 

percentage of cloud cover with variations in the use of domes and sun filters can be an evaluator of 
the use of these instruments. Several processes and repetitions were carried out to get the best 
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processing script with better accuracy. Identification of clouds and non-clouds was carried out with 

several trials until the best constant was found. 
 

3.1.1. Identify the Background 

The picture taken is not completely sky. Backgrounds such as buildings and trees around are also 

captured by the camera [31]. The background needs to be separated from the cloud percentage 
calculation. From observing the captured images, it can be seen that backgrounds, especially natural 

backgrounds such as trees and hills, generally have relatively lower/dimmer R, G and B values [32]. 
For this reason, the authors are looking for the best limit value so that lower values can be identified 

as background and higher values are identified as non-background [33]. 
The image below shows a processing comparison where the limit values are 20, 30, and 40. At 

a limit value of 20, it is found that there are still relatively many background pixels in the image in the 
form of trees and buildings that fail to be identified as a background [34-35]. At a limit value of 40 

there are some sky pixels that are identified as background, when in fact they are not. So based on 
that, the selected limit value at is 30. Any pixel with R,G and B values respectively smaller than 30, 

will be identified as background [36-37]. 
 

   
Figure 4. Processing comparisons where the cutoff values are 20, 30, and 40 

 

3.1.2. Sun Identification 
Sun and cloud pixels have similarities in that they can be both white. To overcome this, pixels with 
white values (255,255,255) will be given special treatment. The script that is created and used for this 

still has drawbacks because it is not equipped with data on the sun's position [38]. Hence for the 
purposes of this processing, the position of the sun was determined manually. From the value of the 

sun's position obtained, it will be determined whether the white pixel is the sun or a cloud. If the white 
pixel is near where the sun should be, the pixel will be identified as the sun. If the white pixel is far 

from that position, or in other words, it's impossible for the sun to be in that position, then the white 
pixel will be known as a cloud. 
 

3.1.3. Identify the Clouds against the Sky 
After identifying the other components/noise in the form of background and sun, what remains in the 

image is the main component in the form of sky and clouds. The sky will be identified as a blue pixel 
in the image because the observations were made during the day. There are two methods/formulas 

that can be used to determine what kind of pixels will be categorized as "blue" or sky in an image. The 
first method uses the difference between the value of B and the value of R and G, where B has a greater 

value. Both can also use the ratio between the value of B to R and G, where B is also of greater value. 
B is larger than R and G, indicating a bluer pixel in the image. The alternative to be used is to use a 

combination of both [39-40]. 
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Formula 1. Difference = B - ((R+G) / 2) 

Formula 2. Ratio = ((B/ R) + (B/G)) / 2        

 

   
Figure 5. Differences in processing results with values s=0, s=10, s=20. 

 
It can be seen that when using the criterion s=0, many background pixels are identified as clouds, 

whereas when s=20, many cloud pixels fail to be identified. The following figure shows the difference 
in processing results with the values r=1.15, r=1.25 and r=1.35. 

 

   
Figure 6. Differences in processing results with values r=1.15, r=1.25 and r=1.35. 

 
Value 00068 with r=1.15, r=1.25 and r=1.35 from processing with a value of r=1.15 there are 

some cloud pixels near the horizon that are not identified. In processing using r=1.35, many of the 
luminescence areas around the sun are identified as clouds, even though they are just solar 

luminescence. Therefore, the median value of 1.25 is taken to accommodate this. From the differences 
in processing results using these different constants, the blue/sky color in the image is decided if the 

ratio between B to R and G is greater than 1.25. and the difference between B and R and G is greater 
than 10. The opposite value will be identified as a cloud. Furthermore, to calculate the percentage of 

cloud cover, it is calculated by the ratio between the cloud pixels and the total pixels in the image 
minus the number of background pixels. 

 
Formula 3. (cloud percentage) = (cloud pixel count)/((total pixel count)-(background pixel count)) x 100% 

 

Figure 4 shows the processed images of (a) a device without a dome and without a sun filter, (b) a 
device using a dome without a sun filter, (c) a device without a dome and using a sun filter, and (d) a 

device using a dome and a sun filter. 
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(a) No dome and no sun filter (39%) 000068 

  
(b) With dome and without sun filter (21%) 0000101 

  
(c) Without dome and with sun filter (38%) 000070 

Figure 7. Comparison of Cloud Camera image results; RAW image (left) and processed image (right; 
green color shows clouds) with dome and variations sun filter as well as cloud cover 

percentage display 

 

3.2. Effect of Dome on Data Results 
The effect of using a sun filter on the Cloud Camera device can be seen from the scattering of sun glare 

(flares) marked with purple boxes in Figure 4 (a) and (b) processed. The flare looks reduced or even 
disappears and the glow around the sun is also reduced when the sun filter is used (Figure 4(d)). While 

the use of a dome which actually plays an important role as a protective device used outdoors for quite 
a long time actually adds glow around the sun and increases the visual area of the sun. Comparing 

Figure 4 (a) and (b) processing, the yellow box shows the luminescence of the area around the sun 
which is quite extensive and is detected as a cloud with Figure 4 (c) and (d) without a dome with 

clearer image results. 
There is an evaluation of the use of filters for data reading, namely flares and luminescence 

around the sun are detected as clouds, with the presence of a sun filter, the analysis of data readings 
becomes more accurate. However, because the sun filter used is attached to a plastic plate as a moving 

medium, the plastic plate produces a dome-like effect even though the area is quite small. Based on 
Figure 4 after analysis, the best image obtained is obtained from a device that uses a sun filter and 

without a dome. However, due to the continuous operation of the Cloud Camera outdoors, a dome 
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will still be needed for camera security with a solution using another type of dome which might reduce 

the widespread effect of sunlight. 

 

4. Conclusion 
Image processing that has been carried out to determine clouds and non-clouds as well as the 

percentage of cloud cover with variations in the use of domes and sun filters can be an evaluator of 
the use of these instruments. There is an evaluation of the use of filters for reading data, namely flares 

and glow around the sun are detected as clouds, with a solar filter, the analysis of data readings 
becomes more accurate. However, because the sun filter used is attached to a plastic plate as a moving 

medium, the plastic plate produces a dome-like effect even though the area is quite small. 
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