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Abstract. PDAM (Regional Water Supply Company) functions to 
serve the needs of many people's lives by providing quality water for 

the community. Based on Permenkes no. 492/menkes/per/iv/2010 

clean water quality parameters, namely the feasibility of water used in 
daily life related to physical, chemical and microbiological parameters 
including Biological Oxygen Demand (BOD), Total Dissolved Solid (TDS), 

Cloride (Cl), and Nitrates (NO3). The aim of this research is to test the 

water quality of PDAMs in Jambi Province based on minimum 
quality standards for clean water Using Geographically Weighted 

Regression (GWR) with the assumption. The method can be used to 

model the relationship between the dependent variable and the 
independent variable has regional influence. The results showed that 

the BOD values of all regions in Jambi province met except for 

Merangin, which was 2.1 mg/l with a threshold value of 2.0 mg/l. For 

other parameters, namely TDS, Cl and NO3, they meet the threshold 

values. Based on the results of the GWR model, the coefficient of  𝑅2 is 
0.669 , this means that there is a relationship between TDS, Cl and 
NO3 to BOD and is positive. 
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1. Introduction 
Water is very important for life. Water used in daily life plays a role in determining the degree of 

public health [1]. This was confirmed by [2] who stated that 40% of the degree of public health is 
influenced by the physical environment, namely the availability of clean water. Besides being useful 

for meeting the needs of many people, water can also act as a medium for transmitting diseases such 
as cholera, dysentery and typhus. To increase the availability of clean water, the government through 

BUMD (Regional Owned Enterprises) has the mandate to provide supplies of goods to meet the needs 
of the people through PDAM (Regional Water Supply Companies). PDAM according to [3] functions 

to serve the needs of the livelihood of many people by providing quality water for the community [4]. 
Efforts to provide quality water require an increase in clean water services and environmental 

sanitation. According to [5] increasing population results in an increase in the number of activities and 
facilities thereby increasing the need for clean water as a support. Clean water quality is the quality of 

water that can be used by the community in carrying out their daily activities. Based on Permenkes 
no. 492/menkes/per/iv/2010 clean water quality parameters related to physical, chemical and 

microbiological parameters [6], including Biological Oxygen Demand (BOD) Parameters, Total 
Dissolved Solid (TDS), Chloride (Cl), and Nitrates (NO3). Through this water quality feasibility test, 

it is possible to detect the dominant content of the water supplied by the PDAM to homes that are 
used to meet people's daily needs. 

From a mathematical perspective, PDAM water quality in Jambi Province is the dependent 
variable and the physical, chemical and microbiological parameters are called variable X. [7] states 
that a method that can model the relationship between 2 dependent variables and independent 

variables is the regression model. If the conditions in the field are spatial data then multiple regression 
alone is not appropriate. 

Observation of water in the PDAM area really needs to be done because it can detect if there are 
dominant parameters that interfere with the quality of the water that flows to homes which are the 

people's daily consumption can be overcome [8]. And the observation of water in a PDAM area affects 
other areas in Jambi Province, so the data has regional influence. The statistical method that can be 

used to handle spatial data is Geographically Weighted Regression (GWR) [9][10]. The GWR model 
uses estimates by providing different weights for each location where the data is collected. Weight is 

very important in this model because the value of the weight represents the location of the observation 
data [11]. According to stated that to see PDAM water quality the GWR model is better to use when 

compared to multiple linear regression analysis so that in this study GWR analysis was used. Stated 
that to see PDAM water quality the GWR model is better to use when compared to multiple linear 

regression analysis so that in this study GWR analysis was used [12]. Based on the background, this 
study analyzes the PDAM Water Quality Model in Jambi Province Using Geographically Weighted 

Regression (GWR). 
 

2. Literature Reviews 

2.1 Water 

Water has an important role in fulfilling human needs. Water besides being useful for humans is also 
capable of being a means of disease transmission [13][14]. For this reason, it is necessary to distribute 

quality water in the community. According to [6] quality water is water that meets the feasibility of 
use based on physical, chemical and microbiological parameters. 

To fulfill this, the government established a clean water distribution platform, namely PDAM 
(Regional Water Supply Company). In general, the water flowing in PDAM pipes in Jambi Province 

is sourced from Batanghari River water. The quality of the Batanghari river water has decreased. To 
see the quality of water, the government issued government regulations containing thresholds for each 

physical, chemical and microbiological parameter. Based on the government regulation of the 
Republic of Indonesia No. 20 of 1990 concerning the control of water pollution The threshold value 
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(maximum or minimum amount) that may be in the waters can be seen in the eligibility criteria for 

water use divided into parameters Biological Oxygen Demand (BOD), Total Dissolved Solid (TDS), 

Chloride (Cl), and Nitrates (NO3) [15]. 

2.2 Regression Analysis 
According to [16] linear regression is the relationship between two variables where one variable is 
considered to affect the other variable. Linear regression can also be used to see the effect of the 

dependent variable on the independent variable. If there is more than one independent variable, then 
the prediction of the relationship between the variables uses multiple linear regression. The general 

form of the equation is as follows [17] 

𝑦 = 𝛽0 + 𝛽1𝑥1 + 𝛽2𝑥2 +⋯+ 𝛽𝑁𝑥𝑛 + 𝜀 

Description: 

𝑦  : dependent variable 

𝑥1, 𝑥2 , , 𝑥𝑛  Independent variable 

𝛽0  : Constant 

𝛽1, 𝛽2, 𝛽𝑛  : Regression Coefficient 

𝜀  : Residual Value 

To model a problem using regression, according to [18] the assumptions that must be met include: 

1. The heteroscedasticity test was carried out to test whether in the regression model there is an 

inequality of variance from the residual one observation to another [19] . 
2. Non-autocorrelation means that there is no influence of the variables in the model through time 

intervals or there is no correlation between the random errors. The test that is often used is the 
run test with the following conditions: 

a. If the sig value is greater than 0.05, it can be concluded that the residual is random. 

b. If the sig value is less than 0.05, it can be concluded that the residuals are not random. 

3. Non-Multicollinearity means that between one independent variable and another independent 
variable in the regression model, there is no near-perfect relationship or perfect relationship. 

Multicollinearity can be seen from the value of the variance inflation factor (VIF) with testing 
criteria if the VIF value < 10 then there is no Multicollinearity between the independent variables 

on the other hand if the VIF value is > 10 then there is multicollinearity between the independent 
variables. 

4. The distribution of errors (error) is normal. To see this, Ujikolmogorov Smirnov is used with the 
following provisions[20]: 

a. If the sig value is greater than 5%, it can be concluded that the residuals are normally 
distributed. 

b. If the sig value is less than 5%, it can be concluded that the residuals are not normally 
distributed. 

5. The average value of the population error in the stochastic model is zero. 

6. The independent variable has a constant value for each experiment that is repeated (nonstochastic 
variable). 

 Furthermore, the significance test of the regression model was carried out 

1. The coefficient of determination R2 

 The formula used to find the coefficient of determination is: 

http://www.eksakta.ppj.unp.ac.id/index.php/eksakta
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R2 =
ESS

TSS
 

Information : 

R2 = coefficient of determination 

ESS = explained sum of square (explained variation Y ) 

TSS = sum of square (total Y variation) 

Values R2are in the range 0-1 where the closer to 1, the better the regression, namely the model is 
able to explain the actual data [21]. 

 

2. Test F 

The F test aims to determine the effect of the dependent and independent variables simultaneously 
[18][22]. TestF formula as follows: 

F =
R2(n − k − 1)

k(1 − R2)
 

Information : 

R2  : coefficient of determination 

n : number of subjects 

k : number of independent variables 

the statistical test process : 
a. statistical formulation 

H0: There is no relationship between X1, X2. . . Xn with Y 

H1: There is a relationship between X1, X2. . . Xn with Y 

b. real level (α)and Ftable 

  The real rates used are usually 5 %  or1 % 

Table (db)values have degrees of freedom F, 

V1 = m− 1;  V2 = n –m Fα; (V1)(V2) 
c. testing criteria 

H0: accepted ( H1rejected) ifF0 ≤  Fα; (V1)(V2) 

H0: rejected ( H1accepted) ifF0 > Fα; (V1)(V2) 

3. Test T 

The test T is used to determine the effect of each independent variable partially with the following 

procedure [23] : 
a. hypothesis formulation 

H0: Bi = B0 (no positive relationship between Xi and Y) 

H1 ∶  Bi ≠ B0 (there is a positive relationship between Xi and Y) 

H0: Bi < B0 (no positive relationship between Xi and Y) 

H1: Bi > B0 (there is a positive relationship between Xi and Y) 

Determine the real level (α) and  ttable 

The level used is usually 5% or 1% 

values thave degrees of freedom(db) =  n –  2 
tα; n − 2ortα

2⁄
; n − 2. 

b. testing criteria 

H0: there is no positive relationship between Xi and Y 

H1: there is a positive relationship between Xi and Y 

H0accepted ( H1: rejected) ift0 ≤ tα 

H0rejected ( H1: accepted) ift0 > tα 

H 0 : there is no negative relationship between Xi and Y 

H1: there is a negative relationship between Xi and Y 
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H0accepted ( H1: rejected ) whent0 ≤ −tα 

H0rejected ( H1: accepted ) whent0 > −tα 

H0: there is no negative relationship between Xi and Y 

H1: there is a negative relationship between Xi and Y 

H0accepted ( H1: rejected ) when– tα
2 ⁄
≤ t0 ≤ tα 2⁄  

H0rejected ( H1: accepted) when t0 > tαort0 ≤ −tα 2⁄  

c. value Test statistic (value t0) 

t0 =
b1−B1

Sb1
, i = 1,2,3, ………………………(2. 4 ) 

d. Draw conclusions [24] 

 

2.3 Geographically Weighted Regression (GWR) 
GWR is a regression model developed where each parameter is calculated at each observation 
location, so that the regression parameters will be different at each observation location [25]. In 

running this model, the assumptions that must be met are other than normally distributed data, zero 

mean and variance σ 2 [26]. 

𝑦𝑖 = 𝛽0(𝑢𝑖, 𝑣𝑖) +∑ 𝛽𝑘(𝑢𝑖,𝑣𝑖)𝑥𝑖𝑘 + 𝜀𝑖   , 𝑖 = 1,2, … . , 𝑛 
𝑝

𝑘=1
 

With 

𝑦𝑖   : Observation value of the dependent variable at the i-th observation location 

𝑥𝑖𝑘  : The value of the k-th independent variable observation at the i-th observation location 

𝛽0(𝑢𝑖, 𝑣𝑖) : Constants/ intercept on the i-th observation 

(𝑢𝑖, 𝑣𝑖) : State the coordinates of the geographic location of the i-th observation location 

𝛽𝑘(𝑢𝑖, 𝑣𝑖) : Regression coefficient of the k-th independent variable at the i-th observation location 

𝜀𝑖   : Error of the i-observation. 
 

2.4 GWR Model Parameter Estimation  
Parameter estimation in the GWR Model is the WLS ( Weighted Least Square) method , namely by 

giving different weights to each location where the data is taken [25][27]. Suppose the weight for each 

location (𝑢𝑖, 𝑣𝑖)is 𝑤𝑖(𝑢𝑖, 𝑣𝑖)i = 1,2,...,n, then the parameter of the observation location is 

(𝑢𝑖, 𝑣𝑖)estimated by minimizing the sum square residual from equation (2.8) 

∑𝑤𝑗

𝑛

𝑗=1

(𝑢𝑖, 𝑣𝑖)𝜀𝑗
2 =∑𝑤𝑗(𝑢𝑖, 𝑣𝑖) [𝑦𝑗 − 𝛽0(𝑢𝑖, 𝑣𝑖) −∑𝛽𝑘(𝑢𝑖, 𝑣𝑖)𝑥𝑗𝑘

𝑛

𝑘=1

]

2𝑛

𝑗=1

 

Or in the SSR matrix is 

𝜀𝑇𝑊𝐼𝜀 = (𝑦 − 𝑋𝛽𝐼)
𝑇𝑊𝐼(𝑦 − 𝑋𝛽𝐼)  

= (𝑦𝑇 − 𝛽𝐼
𝑇𝑋𝑇)𝑊𝐼(𝑦 − 𝑋𝛽𝐼)  

= 𝑦𝑇𝑊𝐼𝑦 −𝑊𝐼𝑦
𝑇𝑋𝛽𝐼 − 𝛽𝐼

𝑇𝑋𝑇𝑊𝐼𝑦 + 𝛽𝐼
𝑇𝑋𝑇𝑊𝐼𝑋𝛽𝐼   

= 𝑦𝑇𝑊𝐼𝑦 −𝑊𝐼(𝑦
𝑇𝑋𝛽𝐼)

𝑇 − 𝛽𝐼
𝑇𝑋𝑇𝑊𝐼𝑦 + 𝛽𝐼

𝑇𝑋𝑇𝑊𝐼𝑋𝛽𝐼   

= 𝑦𝑇𝑊𝐼𝑦 − 𝛽𝐼
𝑇𝑋𝑇𝑊𝐼𝑦 − 𝛽𝐼

𝑇𝑋𝑇𝑊𝐼𝑦 + 𝛽𝐼
𝑇𝑋𝑇𝑊𝐼𝑋𝛽𝐼   

= 𝑦𝑇𝑊𝐼𝑦 − 2𝛽𝐼
𝑇𝑋𝑇𝑊𝐼𝑦 + 𝛽𝐼

𝑇𝑋𝑇𝑊𝐼𝑋𝛽𝐼      

With 
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𝛽𝐼 =

(

 
 

𝛽0(𝑈𝑖, 𝑣𝑖)

𝛽1(𝑈𝑖, 𝑣𝑖)
.
.

𝛽𝑝(𝑈𝑖, 𝑣𝑖))

 
 

 and 𝑊𝐼 = 𝑑𝑖𝑎𝑔(𝑤1(𝑢𝑖, 𝑣𝑖), 𝑤2(𝑢𝑖, 𝑣𝑖)… , 𝑤𝑛(𝑢𝑖, 𝑣𝑖) 

in obtaining parameter estimators 𝛽(𝑢𝑖, 𝑣𝑖)by reducing equation (2.10) to 𝛽𝑇(𝑢𝑖, 𝑣𝑖)the following: 

𝜕𝜀𝑇𝑊𝐼𝜀

𝜕𝛽𝑇
=
𝜕(𝑦𝑇𝑊𝐼𝑦 − 2𝛽𝐼

𝑇𝑋𝑇𝑊𝐼𝑦 + 𝛽𝐼
𝑇𝑋𝑇𝑊𝐼𝑋𝛽𝐼)

𝜕𝛽𝑇
 

𝟎 = 0 − 2𝑋𝑇𝑊𝐼𝑦 + 𝑋
𝑇𝑊𝐼𝑋𝛽𝐼 +𝑊𝐼(𝑋

𝑇𝛽𝑇𝑋)𝑇 

0 = −2𝑋𝑇𝑊𝐼𝑦 + 𝑋
𝑇𝑊𝐼𝑋𝛽𝐼 + 𝑋

𝑇𝑊𝐼𝑋𝛽𝐼 

0 = −2𝑋𝑇𝑊𝐼𝑦 + 2𝑋
𝑇𝑊𝐼𝑋𝛽𝐼 

2𝑋𝑇𝑊𝐼𝑦 = 2𝑋
𝑇𝑊𝐼𝑋𝛽𝐼 

𝑋𝑇𝑊𝐼𝑦 = 𝑋
𝑇𝑊𝐼𝑋𝛽𝐼 

𝛽𝐼 = (𝑋
𝑇𝑊𝐼𝑋)

−1𝑋𝑇𝑊𝐼𝑦 

GWR model parameter estimator is obtained 

:𝛽(𝑢𝑖, 𝑣𝑖) = (𝑋
𝑇𝑊(𝑢𝑖, 𝑣𝑖)𝑋)

−1𝑋𝑇𝑊(𝑢𝑖, 𝑣𝑖) 𝑦 

 

2.5 Bandwidth Model GWR  

According to [28][29] The role of weights in GWR represents the location of the observation data 
from one another. The method that can be used in weighting is the Kernel Function. In forming a 

weighting matrix, the diagonal elements of the matrix are filled with calculated values from the Kernel 
Fixed Bandwidth or Kernel Adaptive Bandwidth for each location and the other elements are filled with 

zero values. As for using the Kernel Function, it can be done with 2 types of calculations, namely 

 
1. Kernel Fixed Exponential 

Fixed Kernel for each observation location has the same bandwidth value [30][31]. The Fixed Kernel 

Function formula at all locations is obtained from the Exponential Kernel Function weights as follows: 

𝑊𝑓(𝑢𝑖, 𝑣𝑖) =  𝑒𝑥𝑝( 
−𝑑𝑖𝑗

ℎ
) 

𝑑𝑖𝑗 = √(𝑢𝑖 − 𝑣𝑗)
2 + (𝑣𝑖 − 𝑣𝑗)

2 

𝑢𝑖= lattitude coordinates (latitude) at the i-th location 

𝑣𝑖= longitude coordinates (longitude) at the i-th location 

ℎ= bandwidth at all locations 

 

2. Kernel Adaptive Bandwidth 

Adaptive Kernel for each observation point has a different bandwidth value [30]. This is because the 

Adaptive Kernel function can be adjusted to the conditions of the observation point [32]. The Exponential 

Kernel Function with the following formula: 
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𝑊𝑎(𝑢𝑖, 𝑣𝑖) = 𝑒𝑥𝑝( 
−𝑑𝑖𝑗

ℎ𝑖
) 

With h i = bandwidth at the i-th location. 

 

2.6 Cross Validation (CV) 

According to [25] One method that can be used to select the optimal bandwidth is to use Cross Validation 

(CV) which can be written systematically as follows: 

CV =∑(𝑦𝑖 − 𝑦≠𝑖(ℎ))
2

𝑛

𝐼=1

 

With 𝑦≠𝑖(ℎ)the estimator value 𝑦𝑖at the observation location (𝑢𝑖, 𝑣𝑖)removed from the estimation 

process to get the optimum bandwidth value, it is obtained from h which produces the minimum CV. 

 

2.7 Model Fitment Test (Goodness of fit) 

In this case the parameter test performed is the similarity test between the Multiple Linear Regression 

Model and the GWR Model [21][33]. According to, this test was carried out using the following 
hypothesis: 

𝐻0  :   𝛽𝑘(𝑢𝑖, 𝑣𝑖) = 𝛽𝑘for each𝑘 = 1,2,… , 𝑝 𝑑𝑎𝑛 𝑖 = 1,2,… 𝑝 

(no significant difference between Multiple Regression Model and GWR) 

𝐻1: there is at least one   𝛽𝑘(𝑢𝑖, 𝑣𝑖)  ≠  𝛽𝑘for𝑘 = 1,2,… , 𝑝 𝑑𝑎𝑛 𝑖 = 1,2,… 𝑝 

(there is a significant difference between the Multiple Regression Model and GWR) 

Test Statistics : 

𝐹1 = 
𝑆𝑆𝐸(𝐻1)/𝑑𝑓1
𝑆𝑆𝐸(𝐻0)/𝑑𝑓2

 

With : 

𝑆𝑆𝐸 (𝐻0) = 𝑦
𝑇(𝐼 − 𝐻)𝑦 where𝐻 = 𝑋(𝑋𝑇𝑋)−1𝑋𝑇  

𝑆𝑆𝐸 (𝐻1) = 𝑦
𝑇(𝐼 − 𝐿)𝑇(𝐼 − 𝐿)𝑦 

𝑑𝑓1 =
𝜕1
2

𝜕2
, where𝜕𝑖 = 𝑡𝑟 ([(𝐼 − 𝐿)

𝑇(𝐼 − 𝐿)]𝑖), 𝑖 = 1,2  

𝑑𝑓2 = 𝑛 − 𝑝 − 1 
Information 

𝐼  : sized identity matrix𝑛𝑥𝑛  
𝐿 : is the projection matrix of the GWR Model.  
 

2.8 AIC (Akaike's Information Criterion) 
According to [25][34] one that can determine the best model is the smallest AIC (Akaike's Information 

Criterion) value with the following formula: 

𝐴𝐼𝐶 = 2𝑛 log(𝜎) + 𝑛𝑙𝑜𝑔(2𝜋) + 𝑛 + 𝑡𝑟(𝐿) 
Description: 

𝜎 : Estimator standard deviation value of the maximum estimation error likelihood. 

𝐿 : The projection matrix whereŷ =  𝐿𝑦. 
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3. Method  

3.1 Data Source 
The data used in this study is primary data obtained by researchers by taking water samples from each 

PDAM in Jambi Province. Jambi Province has regencies and cities including Batanghari, Bungo, 
Kerinci, Merangin, Muaro Jambi, Sarolangun, West Tanjung Jabung, East Tanjung Jabung, Tebo, 

Jambi City and Sungai Full City. 
 

3.2 Research Variable 
Variables in this study must have value and can be measured. The variables in this study are 
parameters that indicate the feasibility of PDAM water that can be used to meet daily needs, including: 

Table 1 . Research variables 

Variable Variable name 

𝑦 PDAM Water Quality (Biological Oxygen Demand (BOD)) 

𝑥1  Total Disolved Solids (TDS) 

𝑥2  Cl (Clear) 

𝑥3  NO3 (Nitrate) 

𝑢𝑖   Latitude coordinates 

𝑣𝑖   Longitude coordinates 

 

3.3 Research Materials 
This research material is in the form of tools and materials as follows: 
1. Materials needed for this research activity include 

a. Vision and Mission, as well as the profile of the Faculty of Science and Technology, 
University of Jambi. 

b. Parameters that show the quality of water that is suitable for use by the community to carry 
out their daily activities. Furthermore, these parameters are arranged into dependent and 

independent variables. To test the water quality, water samples were taken from each PDAM 

in Jambi Province. 

2. Research tool is a tool used in conducting research. The devices used in this study are: 
a. Computer equipment to build, collect and process the data obtained. 

b. Water measuring device namely Digital WA-2017SD (Lutron) 
c. Flashdisk 

d. Printers 
e. SPSS software 

f. Software R Studio 

 

4. Results and Discussion 
Data collection was obtained directly by taking water samples from each PDAM in Jambi Province, 

namely the districts of Batanghari, Bungo, Kerinci, Merangin, Muaro Jambi, Sarolangun, Tanjung 
Jabung Barat, Tanjung Jabung Timur, Tebo, Jambi City and Sungai Full City. The data obtained was 

then tested for parameters at the UPTD Environmental Laboratory of the Provincial Government of 
Jambi. The parameters tested in this study were BOD, TDS, Cl and NO3.The parameter test results 

that affect water quality are as follows 
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Table 2. Parameter test results 

Regency/City BOD5 (mg/L) TDS (mg/L) Cl (mg/L) NO3 (mg/L) 

Threshold ≤ 2mg/l ≤ 500𝑚𝑔/𝑙 ≤ 250𝑚𝑔/𝑙 ≤ 50𝑚𝑔/𝑙 
Winking 2.1 23 2.46 0.11 

Muaro Jambi 1.3 49 0.27 0.24 
Jambi City 1.5 48 0.27 0.18 

Sarolangun 1.7 42 0.27 0.13 
Full River 1.3 53 0.27 0.11 

Tebo 1.7 58 0.27 0.08 
Batanghari 1.7 73 0.27 0.18 

Kerinci 1.3 38 0.14 0.15 
Bungo 1.7 53 0.27 0.12 

East Cape 1.7 84 0.27 0.12 
West Cape 1.5 87 0.27 0.17 

 
Table 2 can explain that the parameter values of BOD5, TDS, CL, NO3 at each observation 

location produced different parameter test results. The BOD values for all regions in Jambi province 
met except Merangin, which was 2.1 mg/l. This analysis was carried out at 11 observation points, 

namely in districts/cities in Jambi Province. Geographically Weighted Regression (GWR) analysis is an 

influence analysis method that is determined by geographical location or observation location so that 

in this study using latitude and longitude as weights in the GWR analysis at 11 observation points. 
Latitude and longitude at each observation location researchers get on google maps. The following is 

the latitude and longitude in each Regency/City in Jambi Province 
 

Table 3. Latitude and longitude of districts/cities in Jambi Province 

Regency/City Latitude Longitude 

Winking -2.54998 102.79182 

Muaro Jambi -1.55214 103.82163 

Jambi City -1.60997 103.60725 

Sarolangun -2.32304 102.71351 

Full River -2.06894 101.41688 

Tebo -1.25930 102.34639 

Batanghari -1.70839 103.08179 

Kerinci -1.87205 101.43392 

Bungo -1.64013 101.88917 

East Cape -1.10244 103.82163 

West Cape -1.10585 103.08179 

Table 3 can explain that in each district/city in Jambi Province the location of latitude and longitude 
also varies.  

 

4.1 Classic Assumption Test 
The classic assumption test required in regression is the Normality Test, Multicollinearity Test and 

Autocorrelation Test. 
 

4.2 Normality Test 
The Normality Test is useful to find out whether the data used is normally distributed and the 
Normality Test used is the Kolmogrov Smirnov Test with the hypothesis: 
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𝐻𝑜: Data X is normally distributed. 

𝐻𝑎: Data X is not normally distributed. 

Decision-making: 

If 𝑆𝑖𝑔. (𝑝)  >  0,05then Ho is accepted 

If 𝑆𝑖𝑔. (𝑝)  <  0,05then Ho is rejected. 

Table 4 . One-Sample Kolmogorov-Smirnov Test 

 Unstandardized Residuals 

N 11 

Normal Parameters a,b 
Means .0000000 

std. Deviation .13963231 

Most Extreme Differences 
absolute .1 15 
Positive .089 

Negative -.1 15 
Kolmogorov-Smirnov Z .382 

asymp. Sig. (2-tailed) .999 

Based on table 4 above, the resulting sigma value is 0.999 , this means that the significant value is 

greater than 0.5 so it 𝐻𝑜is accepted, which means the data is normally distributed. Then do the 

autocorrelation test. 
 

4.3 Autocorrelation Test 
The autocorrelation test aims to determine the correlation that occurs between residuals. The 

autocorrelation test used is a run test with the following hypothesis: 

𝐻𝑜: random residual (no autocorrelation) 

𝐻𝑎: residual is not random (autocorrelation occurs) 

Decision-making: 

If 𝑆𝑖𝑔. (𝑝)  >  0,05then Ho is accepted 

If 𝑆𝑖𝑔. (𝑝)  <  0,05then Ho is rejected. 

Test run can be seen in the following table 

 

Table 5. Run tests 

 Unstandardized Residuals 

Test Value a .01444 

Cases < Test Value 5 

Cases >= Test Value 6 

Total Cases 11 

Number of Runs 7 

Z .029 

asymp. Sig. (2-tailed) .977 

  

Based on table 5 above, the results of the run test are obtained with a sig 0.977 value where the sig value 

>0,05 which means that the 𝐻𝑜received residual is random and there is no autocorrelation. Next, the 

Multicollinearity Test was carried out. 

 

4.4 Multicollinearity Test 
Multicollinearity test aims to determine the correlation between the independent variables in the 

model. Multicollinearity detection can be seen from the VIF value with the testing criteria if VIF <10 
then there is no Multicollinearity between the independent variables otherwise if the VIF value is > 
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10 then between the independent variables there is Multicollinearity. Multicollinearity test can be seen 

in the following table: 
 

Table 6 . VIF value 

Model 
Collinearity Statistics 

Tolerance VIF 

 

(Constant)   

TDS .682 1.465 

CL .935 1.070 _ 

NO3 .719 1.390 

 

Based on Table 6 above, the value 𝑉𝐼𝐹of each independent variable is less than 10, so it can be 

concluded that there is no multicollinearity between the independent variables. 
 
4.5 Heteroscedasticity Test 
The heteroscedasticity test was carried out to test whether in the regression model there is an inequality 

of variance from the residual one observation to another. The results of the heteroscedasticity test can 
be seen in Table 7 below 

 

Table 7. Heteroscedasticity test 

Statistic test Value 

𝜒𝑐𝑜𝑢𝑛𝑡
2  155.8922 

 

Bartlett test results show the nilai 𝜒𝑐𝑜𝑢𝑛𝑡
2 =155.8922 > 𝜒table

2 = 18,307 which means accept 𝐻0which 

means heteroscedasticity occurs. The data in this study is spatial data, so it can be assumed that the 

hetero that occurs is spatial heterogeneity. The existence of spatial heterogeneity causes multiple linear 

regression to be inappropriate to use, so this problem can be solved using a point approach wit. 

 

4.6 Model Form 
Based on the output generated by SPSS in the coefficient table, the multiple regression model that can 

be formed is 

𝑦 =  1.498 + 0.289 𝑋1 − 1.697  𝑋2 + 0.004 𝑋3 
  

The above equation shows a 1.498 positive coefficient value, this means that when the variable 

𝑥1, 𝑥2 , 𝑥3value is zero, the variable 𝑦will increase. As for the regression coefficients that have positive 

values such as the coefficients on the variable 𝑥1 dan  𝑥3this means the moment variable𝑥1 dan 

 𝑥3increases, the value of the variable y also increases with the coefficient. However, if the value of the 

regression coefficient is negative, this indicates a negative relationship with the y variable where when 

the variable value 𝑥increases, the value of the y variable will decrease by the regression coefficient and 

vice versa when the value of the variable 𝑥decreases, the value of the y variable will decrease by the 

regression coefficient. 
The model obtained by BOD will increase when TDS and NO3 increase because the TDS 

coefficient is positive by 0.289 and the NO3 coefficient is positive by0,004 which means when TDS 

increases, BOD will increase by 0.289 and when NO3 increases, BOD will increase by 0,004. Cl has 

a negative coefficient value of 1.697 which means that when Cl decreases, BOD will increase by 1.697. 
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4.7 Model Feasibility Test (Goodness of Fit ) 

The model feasibility test is needed to find out whether the regression model is suitable for use in this 
model, so several tests are needed to determine the feasibility of the model, namely the coefficient of 
determination test, F test and T test. 

The coefficient of determination test is used to determine the best level of accuracy in the 

regression analysis which is expressed by the coefficient of determination 𝑅2 ,  𝑅2 = 1 means the 

independent variable has a perfect effect on the dependent variable. Conversely, if 𝑅2 = 0it means the 
independent variable has no effect on the dependent variable. Based on the results of the SPSS output, 

the coefficient of determination is 𝑅2 0.669 , this means that there is a relationship between TDS, Cl 
and NO3 to BOD and is positive because the R value obtained is close to 1. 

The effect of the independent variable on the dependent variable is determined from the R square 

value. If the value 𝑅2  is equal to 0, then there is not the slightest percentage of the influence 
contribution given by the independent variable to the dependent variable. On the other hand, the closer 

to 1 the percentage of influence contribution given by the independent variable to the dependent 
variable is closer to perfection. The R square value is 0.669 . This indicates that the variable 

𝑥explaining BOD is equal to 66.9 % explained by other factors. Furthermore, to determine the 

significance of the model as a whole, the F test is used. The F test in multiple regression analysis aims 
to determine the effect of the independent variables simultaneously. With the following hypothesis: 

 

𝐻0 : There is no relationship between 𝑋1, 𝑋2. . . 𝑋𝑛 with 𝑌 

𝐻1: There is a relationship between 𝑋1, 𝑋2. . . 𝑋𝑛 with 𝑌 

 

Table 8. ANOVA  

Model Sum of Squares Df MeanSquare F count Sig. 

1 

Regression 0.394 3 0.131 4.717 .04 2 b 

Residual 0.195 7 0.028   

Total 0.589 1 0    

 

Based on Table 8 above, the calculated F value is 4.717 and the F table value with the number of 
independent variables is 3 and the number of data 11 is 4.46 . It can be seen that the calculated F value 

is greater than F table, so the independent variables have a simultaneous effect on the dependent 
variable. this can also be proven by looking at the significance value obtained in the table, namely 0.04 

2 .The significance value is less than 0.05, so this indicates that there is an influence between the 
independent variables on the dependent variable simultaneously. Then a T-test is carried out to 

determine the effect of the variables partially with the following hypotheses: 

H 0 : t count <t table = no significant effect 

H 1 : t count > t table = there is a significant effect 

 

Table 9. T Value count 

Variable T value count 

𝑥1 1.163 

𝑥2 3.007 

𝑥3 -1400 _ 
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Based on Table 9 above, the TDS variable with a t count value of 1.163 . The t table value with a 

significance level of 0.05 is 2.365 . This shows that the calculated t value is smaller than the t table 
value so that TDS does not partially affect BOD. Variable Cl with a t-count value of 3.007 has a t-

count value that is greater than t-table so that Cl has a partial effect on BOD5 . Variable NO3 with a t 
value of -1.400 shows a smaller value than t table so it can be concluded that NO3 has no partial effect 

on NO3.  

 

4.8 Geographically Weighted Regression Model  
The GWR model is built using two Kernel Functions, namely the Adaptive Bandwidth Function and 

the Fixed Bandwidth Function. The step to build these two models is to choose the optimum 
bandwidth to get the elements of the weighting matrix which will then be used to estimate the model 

parameters. The bandwidth value is obtained from processing in the GWR 4 software. 
Determination of the optimum bandwidth using the Cross Validation (CV) method which is then used 

in determining the Adaptive Kernel Gaussian weighting function with the aim of providing one region and 

another region that still provide a relationship (neighborhood). To get the optimum bandwidth, you 

can use the R Studio software, namely the value obtained is the bandwidth value 0.9999408 with a CV 

score of 11.2646. 

 

Table 10. Model feasibility test 

Source Sum of Squares Df MeanSquare Fcount 

 

OLS Residuals 0.194972 4   

GWR Improvement 0.016355 0.62603 0.0026125  

GWR Residuals 0.17617 6.37397 0.028023 0.9323 

 

Based on Table 10 above GWR Model with Fixed Kernel Function bandwidth , the calculated F 

value is 0.9323 and the F table value is obtained with the number of independent variables 3 and the 

number of data 11 is 4.46, it can be seen that the calculated F value is smaller than the F table, which 
means that the GWR model does not have a significant difference with regression models. 

4.9 Model GWR Partial Parameter Significance Test 
Parameter testing was carried out with the aim of knowing the variables that significantly influence 
rice production so that it can increase in the following year. Parameter test is done by testing each 

independent variable on the dependent variable partially. Thus each Regency/City has a model with 
different parameter characteristics from other regions. The following is a hypothesis from the partial 

test: 
 

H 0 : t count <t table = no significant effect 
H 1 : t count > t table = there is a significant effect 

 

Table 11. Values 𝑡𝑐𝑜𝑢𝑛𝑡in the GWR Model per Regency/City 

Regency/City TDS Cl NO3 

Winking 1.09971 2.939379 -1.438031 

Muaro Jambi 1.02217 2.871618 -1.566017 

Jambi City 1.016051 2.862819 -1.567754 

Sarolangun 1.085656 2.937957 -1.439205 

Full River 1.244993 3.139579 -1.318869 
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Tebo 1.112457 2.997172 -1.445448 

Batanghari 1.004429 2.848460 -1.556520 

Kerinci 1.245207 3.140395 -1.322697 

Bungo 1.215964 3.107930 -1.350694 

East Cape 1.029896 2.886230 -1.565302 

West Cape 1.021043 2.882752 -1.560899 

 

Based on Table 11 it can be decided that 𝐻0the variable Cl is rejected. This is because these 

variables in each district/city have a significant value by comparing the values of 𝑡𝑐𝑜𝑢𝑛𝑡 𝐶𝑙 > 𝑡𝑡𝑎𝑏𝑙𝑒 =
2.365. While it can be said that there are other factors outside the model that affect BOD in 
districts/cities that are not significantly affected by the variables mentioned above. 

4.10 Formation of the GWR Model 

The GWR modeling for each Regency/City will be different. As previously discussed regarding 
significant variables, that BOD5 in each district/city in Jambi Province is significantly affected by 5%, 

namely Cl. The complete GWR model formed for each Regency/City based on the variables that 
significantly influence it is shown in Table 12. 

 

Table 12. The GWR model formed for each Regency/City 

Regency/City GWR Model Formed 

Winking 𝑦 = 0.2789779𝑥2 

Muaro Jambi 𝑦 = 0.2718648𝑥2 

Jambi City 𝑦 = 0.2711296𝑥2 

Sarolangun 𝑦 = 0.2778047𝑥2 

Full River 𝑦 = 0.2962636𝑥2 

Tebo 𝑦 = 0.2827482𝑥2 

Batanghari 𝑦 = 0.2698843𝑥2 

Kerinci 𝑦 = 0.2931179𝑥2 

Bungo 𝑦 = 0.2931179𝑥2 

East Cape 𝑦 = 0.2730832𝑥2 

West Cape 𝑦 = 0.2727917𝑥2 

 

4.11 Best Model Selection 
Selection of the best model is done by comparing the GWR Model and the GWR Model by looking 

at the Coefficient of Determination 𝑅2 and Akaike Information Criterion ( AIC ) values in each model. 

Table 13. Selection of the best model 

Model 𝑅𝟐 AIC 

Multiple Regression 0.669029 -3.144102 

Adaptive GWR 0.6967926 -9.774071 
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Based on Table 13, it can be concluded that the GWR Model with Kernel Adaptive Bandwidth 

Function is the best model because it has the 𝑅2 largest value of 0.6967926 and has a minimum AIC 

value of -9.774071. Next, we look for the best model of the Adaptive Bandwidth Kernel Function by 

eliminating one of the variables. The following is a comparison of the AIC values and 𝑅2 the Adaptive 

Bandwidth Kernel Function . 

 

5. Conclusion 
Based on the results of the study, it was found that the BOD values for all regions in Jambi province 
fulfilled except Merangin, which was 2.1 mg/l with a threshold value of 2.0 mg/l. For other 

parameters, namely TDS, Cl and NO3, they meet the threshold values. Geographically Weighted 

Regression (GWR) with a value of 69.7 % and in multiple regression with a 𝑅2 value of 66.9% which 
means that modeling using Geographically Weighted Regression (GWR) is better than multiple 

regression modeling. 
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