
 
 

409 

VOLUME 24 NO 03  2023, pp 409-415 
ISSN : Print 1411-3724 — Online 2549-7464 

DOI : https://doi.org/10.24036/eksakta/vol24-iss03/297 
 
 

Eksakta : Berkala Ilmiah Bidang MIPA 

 http://www.eksakta.ppj.unp.ac.id/index.php/eksakta 

 

Eksakta 
Berkala Ilmiah Bidang MIPA 

Article 

Multilevel Modeling on Underdispersion Data 
 

Corry Sormin1*, Niken Rarasati1, Gusmanely Z1, Hamidreza 

Kashefi2 

 
1Department of Mathematics, Faculty of Science and 
Technology (FST), Universitas Jambi, Jambi, Indonesia 

2Department of Mathematics Education, Farhangian 
University, Tehran, Iran 

 
Abstract. Binomial negative regression is able to handle poisson 

regression problem with underdispersion assumption. When the data 
has hierarchy and level that need to be calculated, regression is no 

longer appropriate to solve this problem, therefore binomial negative 

regression is used. To solve multilevel binomial negative regression 
modeling, several steps need to be fulfill: poisson assumption test and 

underdispersion assumption test, parameter estimation with 

expectation-maximization algorithm, variance components 

estimation, feasibility test with likelihood ratio test, significance 
parameter test with wald test and determining the best model. This 

research modeled the numbers of neonatal death in district as cluster 

1 and small public health center as cluster 2, in the correlation with 
the number of visit on trimester 1 and 3, number of pregnant mother 

who have Tetanus Diphtheria vaccination, assumed number of 

neonatal babies with complication disease, numbers of babies who got 

Hepatitis B vaccination less than 24 hour, numbers of babies who got 
BCG vaccination and also number of visit neonatal 1 and 3.  The result 

shows that number of neonatal death is only affected by number of 

babies who had Hepatitis B vaccination less than 24 hour. 

    

 
This is an open acces article under the CC-BY  license. 

 

 

This is an open access article distributed under the Creative Commons 4.0 Attribution License, 

which permits unrestricted use, distribution, and reproduction in any medium, provided the 
original work is properly cited. ©2023 by author. 

 
Corresponding Author : 

Corry Sormin 

Department of Mathematics, Faculty of Science and Technology (FST),  

Universitas Jambi, Jambi, Indonesia 

Email :  corry.sormin@unja.ac.id 

 

 

 

Article Info 

 

 

 

Article history : 

 

Received December 22, 2021 
Revised February 17, 2022 

Accepted March 07,2022 

Published September 30, 2023 
 

 

 

 
 

 

Keywords : 

Multilevel modeling, 
underdispersion, binomial 

negative regression 

 

mailto:corry.sormin@unja.ac.id


410 
 

http://www.eksakta.ppj.unp.ac.id/index.php/eksakta 

Corry Sormin, Niken Rarasati, et al. 

1. Introduction 
Regression is one of statistical analysis that aim to understand how much the relationship and the 

effect of independent variable against dependent variable. Normally in regression analysis, the scale 
of dependent variable data is continuous variable, but not all event are continuous scale data, they 

could be also in the form of discrete data [1-2]. For discrete scale data, one of regression analysis that 
we can use is Poisson regression. Poisson regression is one of regression that didn’t required normal 

distribution data, it only required that the data is poisson distributed. When the data is not able to 
fulfil the assumption variant equal to mean, that mean that this regression is not appropriate on 

modeling the problem [3-5].  
One of the appropriate regression to model this problem is binomial negative regression. This 

regression can solve problem with variance is smaller than mean data, or what is known as 
underdispersion [6-13]. And also, when the data has hierarchy and has clusters that need to be 

considered during analyzing, the regression need to be reconsidered therefore the best result for the 
model could be achieved. Multilevel model is the best solution for this kind of problem [14].  

A study used zero inflated negative binomial regression to see the effect of metal exposure on 
Charlson’s comorbidity. It was found that cadmium and manganese affect the increase in death, while 

selenium and lead are good for health [15]. Then, other research regarding neonatal death resulting 
a binomial negative regression model, which is not good enough to use. One of the parameter that 

assumed to affect that result is cluster, which is need to be considered [16].  
On that research, there are data from district and small public health center that is not considered 

on the research. In order to try to improve the research, in this research we try to reconsider the effect 

of both cluster using multilevel modeling. This research is important in order to minimize or even 
dismissed neonatal death by determining the factors that cause the death.  

 

2. Method 
Multilevel modelling for two level on binomial negative regression is defined as followed [17] 

 

𝑃(𝑌𝑖𝑗) = exp(𝛽0𝑗 + 𝛽1𝑗𝑥1𝑖𝑗 + ⋯ + 𝛽𝑝𝑗𝑥𝑝𝑖𝑗) + 𝜀𝑖𝑗  

 

In binomial negative distribution, correlation function that being used is log link in the form of 

log(𝜇𝑖) = 𝑿𝒊
𝑻𝜷. To estimate the parameter, penalized log-likelihood approach was done, which is 

noted by  𝑙 = 𝑙1 + 𝑙2 with 𝑙1 is log-likelihood fixed effect function and 𝑙2 is log-likelihood from random 

effect function. Negative value of 𝑙2 could be seen from penalty function for random effect if random 

effect is assumed as parameters: 

 

𝑙1 = ∑ log (
exp(𝜉𝑖𝑗)+exp(−𝑡𝑖𝑗)

1+exp(𝜉𝑖𝑗)
)𝑦𝑖𝑗=0 + ∑ 𝑦𝑖𝑗 log(𝑡𝑖𝑗)𝑦𝑖𝑗>0   

+∑ 𝑦𝑖𝑗 log(1 + 𝑟𝑦𝑖𝑗)𝑦𝑖𝑗>0 − ∑ log(1 + 𝑟𝑦𝑖𝑗)𝑦𝑖𝑗>0 − ∑ log(𝑦𝑖𝑗!)𝑦𝑖𝑗>0   

−∑ 𝑡𝑖𝑗(1 + 𝑟𝑦𝑖𝑗)𝑦𝑖𝑗>0 − ∑ log(1 + exp(𝜉𝑖𝑗))𝑦𝑖𝑗>0   

𝑙2 = −
1

2
[𝑚 log(2𝜋𝜎𝑢

2) + 𝜎𝑢
−2𝑢𝑇𝑢 + 𝑛 log(2𝜋𝜎𝑣

2) + +𝜎𝑣
−2𝑣𝑇𝑣]   

−
1

2
[𝑚 log(2𝜋𝜎𝑤

2) + 𝜎𝑤
−2𝑤𝑇𝑤 + 𝑛 log(2𝜋𝜎𝑠

2) + 𝜎𝑠
−2𝑠𝑇𝑠]  

With 

𝑡𝑖𝑗𝑘 =
exp(𝜂𝑖𝑗)

1 + 𝑟𝑒𝑥𝑝(𝜂𝑖𝑗)
 

 

Estimation by maximizing 𝑙1, using variant component fixed in current value, later on, updating 

value is achieved by using restricted maximum likelihood estimation through inclusion from 𝑙2. 
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Algorithm expectation-maximization (EM) is used to make sure conversion and stabilization on 

parameter and random effect 𝑙1 estimation. Algorithm EM is done by processing: 

a. Changing 𝑧𝑖𝑗𝑘 with conditional expectation 𝑧𝑖𝑗𝑘
(𝑔)

, where 𝑔 notating iteration-𝑔 under current value 

from estimation �̂�(𝑔), �̂�(𝑔), �̂�(𝑔), �̂�(𝑔), �̂�(𝑔) dan �̂�(𝑔) (as step E):  

𝑧𝑖𝑗
(𝑔)

= {

1

1 + exp(−(𝒂𝑖𝑗
𝑇 �̂�(𝒈) + �̂�𝑖

(𝒈)
+ �̂�𝑖𝑗

(𝒈)
) − �̂�𝑖𝑗

(𝑔)
)
,      if 𝑦𝑖𝑗 = 0

0,                                                           if 𝑦𝑖𝑗 ≥ 1

 

were 

�̂�𝑖𝑗
(𝑔)

=
exp(𝒙𝑖𝑗

𝑇 �̂�(𝒈) + �̂�𝑖
(𝒈)

+ �̂�𝑖𝑗
(𝑔)

)

1 + 𝑟𝑒𝑥𝑝 (𝒙𝑖𝑗
𝑇 �̂�(𝒈) + �̂�𝑖

(𝒈)
+ �̂�𝑖𝑗

(𝑔)
)
 

 

b. With 𝑧𝑖𝑗𝑘 fix on 𝑧𝑖𝑗𝑘
(𝑔)

 and maximizing 𝑙𝜉  and 𝑙𝜂 separately (as step M) to {�̂�(𝒈+𝟏), �̂�(𝒈+𝟏), �̂�(𝒈+𝟏)} 

and {�̂�(𝒈+𝟏), �̂�(𝒈+𝟏), �̂�(𝒈+𝟏)}, using two set of recursive equation where partition orthogonal 𝑙𝑐 =

𝑙𝜉 + 𝑙𝜂.  

 

Next estimation of the component is done by: 

1. Estimation of variant from random effect need calculation from information matrix. Information 
matrix achieved by: 

 

  ℑ𝛼,𝑤,𝑠,𝛽,𝑢,𝑣 = 𝐻 +

[
 
 
 
 
 
0
0
0
0
0
0

0
𝜎𝑤

−2𝐼𝑚
0
0
0
0

0
0

𝜎𝑠
−2𝐼𝑛
0
0
0

0
0
0
0
0
0

0
0
0
0

𝜎𝑢
−2𝐼𝑚
0

0
0
0
0
0

𝜎𝑣
−2𝐼𝑛]

 
 
 
 
 

  

with 
 

 𝐻 =

[
 
 
 
 
 
𝐴𝑇

𝑅𝑤
𝑇

𝑅𝑠
𝑇

0
0
0

0
0
0
𝑋𝑇

𝑅𝑢
𝑇

𝑅𝑣
𝑇]
 
 
 
 
 

[
𝐸 (−

𝜕2𝑙

𝜕𝜉𝜕𝜉𝑇) 𝐸 (−
𝜕2𝑙

𝜕𝜉𝜕𝜂𝑇)

𝐸 (−
𝜕2𝑙

𝜕𝜉𝜕𝜂𝑇) 𝐸 (
𝜕2𝑙

𝜕𝜂𝜕𝜂𝑇)
] [

𝐴 𝑅𝑤 𝑅𝑠

0 0 0
0
𝑋

0
𝑅𝑢

0
𝑅𝑣

]  

 

2. Square root of diagonal element 𝑉11 and 𝑉44 is a standard error from regression coefficient  𝛼 and 

𝛽. 

3. Variant asymptotic from estimator in variant component is achieved by inversion of information 

matrix restricted maximum likelihood as follow 
 

𝑉 = 𝑣𝑎𝑟

[
 
 
 
 
𝜎𝑤

2

𝜎𝑠
2

𝜎𝑢
2

𝜎𝑣
2]
 
 
 
 

= 2 [

𝑎11 𝑎12 𝑎13 𝑎14

𝑎21 𝑎22 𝑎23 𝑎24

𝑎31

𝑎41

𝑎32

𝑎42

𝑎33

𝑎43

𝑎34

𝑎44

] 
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The following are the stages of the research presented in the flowchart in Figure 1: 

      
Figure 1. Flowchart of research 

 

3. Results and Discussion 
This study used secondary data obtained from the Jambi City Health Office. The research variables 

used were the numbers of neonatal death as a response variable (𝑌) and as a predictor variable, namely 

the number of visit on trimester 1 (𝑋1) and 3 (𝑋2), number of pregnant mother who have Tetanus 

Diphtheria vaccination (𝑋3), assumed number of neonatal babies with complication disease (𝑋4), 

numbers of babies who got Hepatitis B vaccination less than 24 hour (𝑋5), numbers of babies who got 

BCG vaccination (𝑋6) and also number of visit neonatal 1 (𝑋7) and 3 (𝑋8).  

As cluster one is the district and cluster two is the public health center. Then it is tested whether 

the assumptions fulfill, namely the assumptions of a Poisson distribution. This research shows that 

variable dependent is Poisson distributed can be proved from Asymp.Sig. (2-tailed) result which is 
1.000 which indicate that the data is Poisson distributed and variant is 0.197 and mean is 0.25. This 

is indicated that variant is smaller than mean or in other word the data is underdispersion [18-24]. 
Next, by using parameter estimation, multilevel model is achieved as: 

 

𝑃(𝑌𝑖𝑗) = exp(𝛽0 + 𝛽1𝑥1𝑖𝑗 + 𝛽2𝑥2𝑖𝑗 + 𝛽3𝑥3𝑖𝑗 + 𝛽4𝑥4𝑖𝑗 + 𝛽5𝑥5𝑖𝑗 + 𝛽6𝑥5𝑖𝑗 + 𝛽7𝑥5𝑖𝑗 + 𝛽8𝑥5𝑖𝑗) 

 

With estimation result as follow: 
 

 
 

 
 

 
 

Parameter Estimation 

Model Feasibility Test 

Parameter Significance Test 

Selection of the Best Models 

Data 

Assumption Check 
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Table 1. Parameter estimation for early model 

Parameters Estimations P-Value 

𝜷𝟎 -3.798646 0.046 

𝜷𝟏 0.005321 0.808 

𝜷𝟐 0.001793 0.945 

𝜷𝟑 0.002735 0.778 

𝜷𝟒 -1.635887 0.418 

𝜷𝟓 0.007468 0.667 

𝜷𝟔 -0.000362 0.982 

𝜷𝟕 0.229368 0.420 

𝜷𝟖 0.004048 0.641 

𝝈𝟐 (Public health center) 1.69e-07 

𝝈𝟐 (District) 8.991e-07 

 
It can be seen that there is no significant variable. This is proved by likelihood ratio test resulting 

log-likelihood is -9.16631 which mean model is well fit to be used. Next significant parameter test 

shows that only parameter 𝛽0 is significant. It is needed a better model by extracting unsignificant 

variable one by one. Parameter estimation for final model is shown as follow: 

 

Table 2. Parameter Estimation for Final Model 

Parameters Estimations P-Value 

𝜷𝟎 -4.06859 0.018 

𝜷𝟓 0.00386 0.064 

𝝈𝟐 (Public health center) 3.645e-06 

𝝈𝟐 (district) 1.135e-07 

 
Resulting multilevel model as follow: 

 
𝑃(𝑌𝑖𝑗) = exp(−4.06859 + 0.00386𝑥5𝑖𝑗) 

 

It can be seen that there are significant variable using 10% error. It also can be proved by 
likelihood ratio test resulting log-likelihood is 9.98621 which mean that the model can be used. Next 

by using parameter significant test it can be seen that only parameter 𝛽0 and parameter 𝛽5 are 
significant. Multilevel model resulting the probability of neonatal death in Jambi is 0.0171 and also if 

the baby got Hepatitis B vaccination less than 24 hours, then the probability of neonatal death is equal 
to 0.00172 or less than 1% by considering public health center and district as level. 

 

4. Conclusion 
Although the chance of neonatal death is small, namely 1%, it is necessary to take into account the 
feasibility of the public health center and existing facilities in each district. Also, to parents of babies 

to always supervise the administration of vaccinations, especially newborns who need several types of 
vaccinations that are less than 24 hours, in this study especially the administration of the Hepatitis B 

vaccination. 
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