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Abstract. This paper discusses a nonlinear boundary value problem of 

system with rectangular coeffisients of the form  ( )    ( )  
 (   ) with boundary conditions of the form     (  )    and 

   ( )    which is  ( ) is a real     matrix with     whose 

entries are continuous on   ,    - and    ,       -.   ,    

are nonsingular matrices such that   and   are constant vectors, 

especially about the proof of the uniqueness of its solution. To prove 
it, we use Moore-Penrose generalized inverse and method of variation 

of parameters to find its solution. Then we show the uniqueness of it 

by using fixed point theorem of contraction mapping. As the result, 

under a certain condition, the boundary value problem has a unique  

solution. 
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1. Introduction 
One of them is two-points boundary condition[8]. Here we consider the boundary value problem 

of first-order differential system of the following form 

  ( )    ( )   (   )                                      (   )  
with boundary condition of the form 

   (  )    and    ( )                                 (   ) 
which is  ( ) is a real     matrix with     whose entries are continuous on   ,    - and   
 ,       -.   ,    are nonsingular matrices such that   and   are constant vectors.  In general  ( ) is 
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nonsingular square matrix and   is a function of one variable   then equation (   ) can be written as    
 ( )   ( ) which is  ( )     ( ) ( );  ( )     ( ) ( ). The uniqueness of the solution is found 

by using the property of uniqueness of Moore-Penrose generalized inverse. In  [10] it has been proved the 

uniqueness of solution the boundary value problem (   ), (   ) by using Monotone Iterative Technique. 

Based on [3,8,10], we will give an alternative proving of that problem (   ), (   ) by using fixed point theorem 

of contractive mapping. The  objective  of  this research is to find some conditions in order to the boundary 

value problem (   ), (   ) has a unique solution. As the result is the uniqueness of solution of the boundary 

value problem (   ), (   ) proved. 

2.   Experimental Methods 

To prove the uniqueness of solution of the boundary value problem (   ), (   ) by using 
theorem of contraction mapping done in three steps. Firstly, given the solution of the boundary value 

problem (   ), (   ) by using the property of  inverse of Moore-Penrose matrix and method of 

variation of parameters. After that to find some Contractive condition  of relevant  operator. The last,  
proving  the uniqueness of the solution by using fixed point theorem of contraction mapping.  

3.   Result and Discussion   

1.  Prelimineries  
We start with giving some definitions and fixed point theorem. 

Definition 1.1: Let   be a vector space over the real number.  A mapping   ‖ ‖ of   into   is called a 

norm if and only if it satisfies the following conditions: 
( )   ‖ ‖    for all    , 

(  )  If      and ‖ ‖    then    ,  
(   ) ‖  ‖  | |‖ ‖ for all     and    , 

(  ) ‖   ‖  ‖ ‖  ‖ ‖ for all      .[1] 
(  ‖ ‖) is called a normed space. Moreover it is also a metric space with its metric  an induced 

metric by norm. In this case,  (   )  ‖   ‖. 

 

Definition 1.2: A complete normed space is called a Banach space. [1] 

 

Suppose that (   ) is a complete metric space and       is any function. 

Definition 1.3: A point   in   is called a fixed point of   if  ( )   . [11] 

 

Definition 1.4: The function   is said to satisfy a Lipschitz condition with constant    if  

 ( ( )  ( ))    (   ) holds for all     in  . [11] 

 

Definition 1.5: The function   is called a contraction mapping if there exists a positive real number 

    such that  ( ( )  ( ))    (   ) for all     in  . [11] 

 

 Lemma 1.6: Let (   ) be a complete metric space and       is a contraction mapping then there 

exists a unique fixed point of   in  . [11] 

 
Further given one definition and some lemmas as well as the solution of the boundary value problem 
(   ), (   ) as one of the results in. [10]  

  

Definition 1.7: Let  ( )      .  ( ) is called in column space of  ( )       if there exists some 

matrix  ( )       a such that 

  ( )   ( ) ( ) for every  . .[10] 
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Consider an equation     ,                                    (   )  

which is       ,    . 

 

Lemma 1.8: ( ) The following statements are equivalent:will give some definitions and  

( ) Equation (   ) is consistent 

(  )        
(   )            ,   -, in equal,    is a linear combination of column of  . 
( ) The solution, if it exists , is unique if and only if   has  rank full that is         . The 

solution is given by        (     ) , where      arbitrary. 

The least square solution of (   ) is       with    (   )     where    .[10] 

 

The following Lemma 1.9 give a boundary value problem that equivalent to  (   ), (   ).  

 

Lemma 1.9: Let  ( ) and  ( ) are matrices in (   ). If  ( ) and    ( ) are nonnegative then the system  

 ( )    ( )   (   ) if and only if     ( )   (   ) which is 

 (   )    ( ) (   ), ( )   ( )  ( )-  ,     . [10] 

                                                              

Consider a boundary value problem  that equivalent to (   ) that is     ( )   (   ) which is  (   )  
  ( ) (   ), ( )   ( )  ( )- ,                             (   ) 

with boundary conditions     (  )    dan    ( )                  (   ) 

Observe the homogeneous differential equation related to equation (   ) that is: 

    ( )    . [10] 

                                                                                                                      (   ) 

Lemma 1.10:( ) Let  ( ) is a fundamental matrix for equation (   ). If    ( ) is the particular solution 

of (   ) then   ( )    ( )   ( )                                                     (   ) 

is the solution of equation (   ) for every      ,    -. where      arbitrary. Any  solution of (   ) 

has form(   ). Moreover, the particular solution of (   ) is given by   

  ( )    ( ) ∫    ( ) (   )  
 

  
                                                        (   ) 

( ) Let   be a characteristic  matrix for  the homogeneous equation problem  

    ( )   ,                                                                                        (   )  

and   

   (  )     ( )                                                                                (    ) 

where is       (  )     ( )           

If          . Then its index of compatibility  (   ), (    ) is    . .[10] 

 

We  give a Green’s matrix and the assosiated generalized Green’s matrix for the boundary value problem (   ), 
(   ) as  the following Lemma 1.11. 

 

Lemma 1.11: Define a Green’s matrix   (   ) and an  associated  Generalized  Green’s  matrix   (   )  

as follow:  

  (   )  {
 ( )      (  ) 

  ( )      

  ( )      ( )   ( )    
                               (    ) 

and  

  (   )  {
 ( )      (  ) 

  ( )  ( )    

  ( )      ( )   ( )  ( )    
      [9]       (    ) 

Lemma 1.12: Let  ( ) be a solution of  fundamental matrix for (   ). If it satisfy: 

 ( ) The homogenous equation (   ) is incompatible 
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 (  ) Characteristic matrix   for (    ) 

       is  nonsingular 

(   )                  . 

Then  the boundary value problem (   ), (   ) has solution. The solution can be expressed in terms of  
Green’s matrix and the assosiated generalized Green’s matrix   

 ( )  ∫  (   ) (   ( ))
 

  
   ∫  (   ),    ( ) ( )-    

 

  
 ( )   (   )      (    ) 

where   (   ) and  (   ) are as given in (    ) and (    ). [10] 
Next we denote  ,    -  * |  ,    -              +. 

Definition 1.13: The norm of a     matrix   whose components are bounded functions on an interval  

  ,    - is ‖ ‖     * ‖ ( )‖|   +. [6] 

A relationship between the norm of  an integral of a matrix and the norm of the matrix, as well as  the 

bound of norm of the integral associated  Generalized  Green’s  matrix are stated in the Lemma 1.14  and 

Lemma 1.15 respectifely  as follow:  

 

Lemma 1.14: Let   is a     matrix. If the components of    are bounded and integrable functions  on an 

interval   ,    - then ‖∫  ( )  
 

  
‖  ‖ ‖|    | [6] 

Lemma 1.15: There exists some Constant     such that ‖∫  (   )
 

  
‖    

Lemma 1.16:  ,    -  * |  ,    -              + is a complete metric space. 

It is seen that the integral equation (    ) still contains dependent variable.   

Further in the main result, it will be proved that under some conditions, the boundary value problem 

(   ), (   ) has a unique solution 

                     
2.  Main Result  

In this part, it will be proved the uniqueness of the solution of the boundary value problem (   ), 

(   )  It is revealed in the following Theorem 2.1. 

Theorem 2.1: Let  (   ) in (   ) satisfies Lipschitz condition to variable   in the region  

  *(   )|(   )  ,    -   ,    -+ with Lipschitz constant   that is: 

‖ (   )   (   )‖   ‖   ‖,  for every (   ) (   )    . 

If the constant   in Lemma 1.15 satisfies      then the integral equation (    ) has a unique solution 

in ,    -. 
Proof:. 

For every    ,    -, define  ‖ ‖  ,    -     *| ( )||    ,    -+ 

and  

(  )( )  ∫  (   ) (   ( ))
 

  
   ∫  (   ),    ( ) ( )- ( )   

 

  
 ( )   (   )          

(   ) 

Since the term  ( )   (   ) is continuous function of   and the integrands of each integral also are 

continuous functions of   over its interval of integration then  (   ) defining an operator      ,    -  
 ,    -. 
Further shown that   is a contraction mapping. 

Let      ,    - then for all   ,    - we have  

‖(  )  (  )‖     {|∫  (   )[ (   ( ))   (   ( ))]  
 

  
| |  ,    -}  

                                        {∫ | (   )[ (   ( ))   (   ( ))]|  
 

  
|  ,    -}  

                                        {∫ | (   )|| (   ( ))   (   ( ))|  
 

  
|  ,    -} 

                                        {∫ | (   )| | ( )   ( )|  
 

  
|  ,    -} 
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                                            *| ( )   ( )||  ,    -+ 
                                        ‖   ‖. 

Consequently,we get ‖     ‖     *|(  )( )  (  )( )||  ,    -+ 
                                               ‖   ‖. 

Because of     ,  then based on Definition 1.5 we infer that   is a contraction mapping. 

From Lemma 1.15 that  ,    - is a complete space then from Lemma 1.6   has a unique fixed point in 

 ,    - that is, there exists a uniquely     ,    - such that     . 

So (  )( )  ∫  (   ) (   ( ))
 

  
   ∫  (   ),    ( ) ( )- ( )   

 

  
 ( )   (   ), for every 

  in ,    -. 
Hence   is a unique solution of the boundary value problem (   ), (   ) in ,    -. 
In view of Lemma 1.9, then   is a unique solution of the boundary value problem (   ), (   ) in ,    -. 

  

4.  Conclusion 
In this paper we have the conclusion that nonlinear boundary value problem of system with 

rectangular coefficients has a unique solution provide the multiplication of the norm of integral 
associated  Generalized  Green’s  matrix  and constant Lipschitz of related function is in open unit 
interval.  
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